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A Media Theory Approach

World... is the basic medium through which man is related to himself, to others, and to nature... We do not experience being directly... The structure of this medium... different in different epochs, determines what can get through to the self and how it can be interpreted... This view of the world is opposed to the conviction that the world is an external something to which one reacts passively. It denies that the world is a kind of show, a given which is purely observed, theorized about, predicted verifiably, and controlled, but which is independent of these activities.

Edward Ballard

This book is a wide-ranging exploration of the act of writing which focuses on a variety of ways in which the experience is framed. It highlights major processes of mediation involved in writing, including the dynamic nature of the writer’s engagement with media such as language, the written word and writing tools. It involves a particular focus on academic writers, although many references are also made to literary writers. In British academic terms, the book might be regarded as part of: ‘literacy studies’ in education or applied linguistics; or as part of ‘cultural studies’ or ‘communication studies’ (blending psychology, sociology, literary theory, semiotics and linguistics). In north American terms, it might be classed as ‘composition research’, a slightly more focused hybrid of disciplines (primarily psychology, education and linguistics, and such sub-disciplines as psycholinguistics and sociolinguistics) which are concerned with aspects of the writing of writing. I welcome readers who wear any of these spectacles. However, for its author, this text is concerned with ‘media theory’: with the study of processes of mediation, taking the writing of writing as its particular focus of concern. Media theory is even less of an established discipline than the other hybrid subjects mentioned. The best-known ‘theorist’ of media in the broadest sense, Marshall McLuhan (who enjoyed widespread popular attention in the 1960s and ’70s), can hardly be regarded as having developed a coherent theoretical framework for the study of media. There would be little scholarly agreement about its focus of concern or tools of enquiry even amongst those who have recently chosen to use the term (mainly in communication studies and its offshoot ‘media studies’, the study of the mass media).


But if the author is wearing the spectacles of ‘media theory’ why choose to study writing? The simplest answer is that of the mountaineers: ‘Because it was there’ and because no-one else had done so. I know of no other media theory approach to the writing of writing (and several specialists in various interested disciplines have confirmed the freshness of this stance). Most treatments of media focus on the mass media; most treatments of writing pay little attention to the media or processes of mediation involved. Those who do not regard the act of writing as problematic are unlikely to see anything in the experience which may be worth studying. But various taken-for-granted assumptions about the act of writing are still widely held, and some of these need to be examined more closely. For instance:

•

that most people approach writing tasks in much the same way; 

•

that written composition is basically a three-stage linear process of 
planning, writing and revising; 

•

that effective writing must involve starting with a plan; 

•

that effective writing must involve extensive revision; 

•

that editing while generating text is a bad practice; 

•

that linguistic and generic conventions are not major constraints on what is 
expressed; 

•

that writing involves transmitting an intended meaning to readers; 

•

that the act of writing is a matter of transcribing ideas which are already 
clear rather than a way of ‘discovering’ one’s thoughts; 

•

that writing is not a social act; 

•

that writers shape texts without being shaped by doing so; 

•

that the ‘writing-up’ of academic research is a matter of recording and 
communicating that which is already clearly established; 

•

that ‘literary’ writing is quite different from any other kind; 

•

that writing can be ‘literal’, impersonal and unrhetorical.

Given the currency of another assumption, widespread in education as the slogan ‘process not product’ (purportedly representing a serious focus on the ways in which writing is produced), the persistence of many of the other assumptions is ironic. I hope that this book will contribute to undermining some of these myths about writing.

A media theory approach

‘Media theory’ is a term which has been gaining currency in recent years. As I have indicated, it may be an emergent field of inquiry, but as yet there is little academic consensus as to its scope. The word ‘theory’ in this context does not represent any general agreement on any particular theory, but rather a concern with a great variety of theoretical issues. Even the word ‘medium’ lacks any generally accepted definition. For this author media are the materials with which we define and construct reality, and mediation refers to processes by which reality is defined and constructed. This is a deliberately broad definition which is intended to avoid a narrow focus on physical media and to highlight the importance of social and psychological processes of mediation.


Many of the concerns of media theory are shared by scholars in a variety of disciplines, including the anthropologists, linguists and rhetoricians who are interested in the issue of ‘orality and literacy’ (e.g. Ong 1967, 1982; Goody 1968, 1977, 1987; Finnegan 1988). And a particular kind of media theory is also a concern of those involved in semiotics – ‘the science of signs’. My definition of a medium is similar to the definition of a semiotic system as a symbolic system which serves to support the construction of reality.


I share the anthropological aim of those sociologists and phenomenologists who seek to make explicit the social (and psychological) processes which we take for granted. I agree with British sociologists and cultural critics such as Stuart Hall that the representation of reality as ‘natural’ and ‘unmediated’ involves an ideological process which retreats to transparency, masking the primacy of social conventions, practices and strategies in creating and sustaining the social world. I adopt the epistemology of the social constructionists in that I agree that ‘reality is constructed by the essentially social processes of inquiry, scrutiny, acceptance and rejection’ (Dillon 1991, p. 158). This simultaneously represents an alliance with the psychological school of thought in which the mind is seen as an active agent rather than as the passive one depicted by Lockian empiricists, behaviourists and positivists.


If the concerns of media theory have so much in common with communication studies, rhetoric, semiotics, and social and psychological constructivism the reader may ask how it can have any claim to a distinctive character of its own. At present it has to be granted that it is more of a terrain across which scholars from a variety of disciplines pass. But it foregrounds mediation (which elsewhere may be no more than a secondary concern): its prime concern is with the problematical nature of the making of meanings. To champion the subject is to call for special attention to terrain which passes unnoticed as we cross it in pursuit of other purposes.

Texts and the construction of meaning

It is necessary to apply a little media theory from the outset. Since this book focuses on writing rather than reading, there is a real danger that this emphasis will be misinterpreted as seeking to restore a transmissive model of the writer-reader relationship which, if not entirely abandoned, has been progressively discredited by a variety of important and influential theorists. In any case, writers are also readers – we cannot avoid the issue. The range of theories about where meaning emerges in the relationship between readers and texts can be illustrated as a continuum between two extreme positions – respectively, those of determinate meaning and completely ‘open’ interpretation (see Exhibit 1.1).


It may surprise some readers that anyone could adopt either of the extremes as a serious theoretical position. However, there are prominent theorists whose positions are at least close to these poles. For David Olson and other ‘formalists’ the meaning of a text is ‘contained in’ the text, and it must be ‘extracted’ by readers. Such a model of communication is ‘transmissive’: meaning is seen as something which can be ‘transmitted’ from a ‘sender’ to a passive ‘receiver’. As one moves towards the other pole the model of communication becomes more of a process of ‘negotiation’ or ‘construction’ (variously referred to as a ‘constructionist’, ‘constructivist’, ‘social-interactive’ or ‘dialogical’ model). In formalist theories meaning resides in texts; in dialogical theories meaning is a process of negotiation between writers and readers (Holquist 1983). Those who stress negotiated meaning argue that the meanings of texts are neither completely predetermined nor completely open, but are subject to certain constraints. Some commentators refer to influences on the process of making meaning such as ‘a preferred reading’ – which may be represented in the text as ‘an inscribed reader’ or may emerge in ‘interpretative communities’. Individual readers may either accept, modify, ignore or reject such preferred readings, according to their experience, attitudes and purposes. This whole attitudinal spectrum towards meaning-making with texts parallels that relating to the nature of reality: ranging from objectivism, via intersubjectivity, to subjectivism.


Objectivist
Constructivist
Subjectivist

meaning
meaning
meaning


entirely
in interplay
entirely in its


in text
between text
interpretation



and reader
by readers

‘transmitted’ 
‘negotiated’
‘re-created’



reader as less ‘passive’, more ‘active’




Exhibit 1.1: Locus of meaning in the reading of texts
A text cannot speak for itself: it needs a reader as well as a writer. Research work in cognitive psychology and psycholinguistics has emphasized the creative activity of the reader. Cognitive psychologists explain the interpretative act of reading in terms of ‘schema theory’. The notion of a ‘schema’ (plural ‘schemata’ or ‘schemas’) derives from the work of the British psychologist Sir Frederic Bartlett (1932), who in his classic work, Remembering, defined it as ‘an active organization of past reactions, or of past experiences.’ Bartlett explained memory as a creative process of reconstruction making use of such schemas. According to contemporary schema theory, perception, comprehension, interpretation and memory are mediated by mental schemata – hierarchical structures (or ‘frames’) for organizing knowledge. Many psychological experiments have shown the importance of our expectations in making sense of new experiences. Schemata embody such expectations. In the case of reading, they provide mental frameworks which help the reader to go, in Jerome Bruner’s phrase, ‘beyond the information given’. Even the most mundane texts require the reader to go beyond that which is explicitly stated in order to make sense of them, though we are normally unaware of the extent of such interpretation in our everyday reading. Readers draw upon different repertoires of schemata, partly as a result of relatively enduring differences in background (e.g. experience and knowledge) and of relatively transitory differences in viewpoint (e.g. purposes). For experienced readers reading is a continual process of making inferences, evaluating the validity and significance of texts, relating them to prior experience, knowledge and viewpoint, and considering implications. Such psychological accounts do not suggest that a text means whatever a reader wants it to mean, but simply that readers must make active use of schemata to make sense of the text, and that different readers may employ different schemata and may vary in their interpretations. Reading is not passive ‘information retrieval’ and a text does not have a single, unchanging meaning.


Apart from psychology, another influence on models of meaning-making with text is ‘reader-response criticism’ in literary theory. In 1980 Stanley Fish wrote an influential book, Is There a Text in This Class? He argued for the fundamental importance of readers’ interpretations of texts: a text is not a text without a reader and a context. He stressed meaning-making as a process, not as the ‘extraction’ of ‘content’, but he limited the possible range of readers’ meanings by stressing the importance of ‘interpretative communities’.


Of course, the extent to which the reader is involved in constructing meaning depends partly on the kind of text involved. Some texts are more ‘open’ than others. For instance, one would usually expect more active interpretation by the reader to be involved with a poem than with a telephone directory. David Olson has argued that in formal scientific and philosophical writing ‘the meaning is in the text’ rather than in its interpretation (Olson 1977, p. 277), but (whilst some may indeed see this as a goal), textual meanings can never be severed from interpretation. In his widely-acclaimed book S/Z (1970), Roland Barthes referred to two kinds of writing in terms of the extent to which they involve the reader: the ‘readerly’ (lisible) and the ‘writerly’ (scriptible). Texts of the readerly kind leave the reader ‘with no more than the poor freedom either to accept or reject the text’ (cited in Hawkes 1977, p. 114): they treat the writer as producer and the reader as submissive consumer and suggest their ‘reflection’ of ‘the real world’. Texts of the writerly kind invite the active participation of the reader, and also, in their attention to linguistic mediation, an involvement in the construction of reality. Ironically, it is readerly texts which tend to be described as ‘readable’, whilst writerly texts are often referred to as ‘unreadable’ because they require more effort. In passing, it is worth noting that the extension of Barthes’s notion to other media could be productive, involving a consideration of the extent to which engagement with such media might be regarded as userly or makerly.


Returning to readers and texts, the degree of a reader’s involvement depends not only on the type of text and on how readerly or writerly it may be, but on how the text is used. Poetry is sometimes ‘consulted’ for biographical information and telephone directories have occasionally been used as sources of ‘found poetry’. At least with experienced readers, how a text is used is almost entirely up to the reader. Certainly, the reader’s purposes are at least as important as the author’s intentions. Whilst Swift’s Gulliver’s Travels may have been primarily intended as a satire, this does not stop children enjoying it purely as entertainment. Spectacular examples of bureaucratic prose may lead not to enlightenment as intended by the writer but to hilarity. And most readers of an academic text are likely to use it primarily for their own purposes rather than to establish the author’s ‘intentions’. Nor are these purposes static: we may return to a text and make quite different meanings with it on each occasion. Where we have left marginal glosses, we may sometimes wonder how we could possibly have been so intrigued by ideas which now seem insignificant. The book you are now reading may itself be interpreted in any number of ways according to its readers’ purposes. Whatever meanings are made with it, they are inextricably framed by processes of mediation which are integral to the meanings created.

Processes of mediation

All media give shape to experience, and they do so in part through their selectivity. In the context of ‘a phenomenology of human-machine relations’, Don Ihde, a philosopher, has analysed the selectivity of technology, arguing that human experiences are transformed by the use of instruments, which ‘amplify’ or ‘reduce’ phenomena in various ways. As he put it: ‘Technologies organize, select and focus the environment through various transformational structures’ (Ihde 1979, p. 53). In the context of the act of writing, such selectivity is not confined to the physical tools we would typically regard as ‘technologies’ (such as the pen, the typewriter and the word processor), but is apparent in all uses of media – including the use of language and the written word.


Indeed, selectivity is fundamental to all processes of mediation. The human mind is itself highly selective, extending its power to make sense of experience by reducing the complexity and diversity of that experience. We exist in time and space, and our bodies allow us only a limited set of experiences at any one time. We cannot perceive our surroundings with all our sense modalities at once. Our sight does not allow us to see things from more than one point of view at a time: we must move to establish another. We cannot even survey our own bodies entirely unaided. Even from the possibilities that are physically available to us at any moment, and from a particular point of view, the process of perception unavoidably involves selection. We may lament, with H. G. Wells, that ‘the forceps of our minds are clumsy things and crush the truth a little in the course of taking hold of it’ (Koestler 1970a, p. 174), but selectivity may be a psychological necessity; without categorization the world would be no more than what William James called a ‘great blooming, buzzing confusion’ (James 1890, p. 488).


Our social institutions also involve processes of mediation which ‘organize, select and focus the environment through various transformational structures.’ They tend to channel human behaviour into predictable routines. The anthropologist Ruth Benedict went so far as to describe different cultures as selective mediators of personality, arguing that ‘any society selects some segment of the arc of possible human behaviour, and insofar as it achieves integration its institutions tend to further the expression of its selected segment and to inhibit opposite expressions’ (Benedict 1934, p. 254; my emphases). Without adopting a stance of cultural determinism, much the same could be said of sub-cultures such as those of academia, where dominant practices in different disciplines tend to favour certain personality traits in those who practise them (or seek to do so). The methods of each academic discipline facilitate certain ways of knowing and inhibit others. For instance, those which involve quantitative paradigms (such as the natural sciences) involve the selection only of those aspects of experience which can be measured. Such selectivity has, of course, dramatically empowered ‘the scientific method’, but it can do so only in limited domains. The selectivity of any method supports the development of a particular way of knowing but limits its scope. Despite this, academics tend to be drawn into the illusion that a favoured technique reveals ‘the whole truth’, a commodity with which it is in fact somewhat economical. As Aldous Huxley wryly noted, ‘our universities possess no chair of synthesis’ (Huxley 1941, p. 276): the way of knowing favoured in the broad arena of academia is specialization.


Prior to Ihde, Marshall McLuhan and Harold Innis had also explored the selectivity of media, although their focus had been primarily on the social ‘effects’ of various media of communication. Innis had argued in The Bias of Communication (1951) that each form of communication involved a ‘bias’ in its handling of space and time (see Carey 1968, & 1989, Ch. 6). And McLuhan, in books such as The Gutenberg Galaxy (1962) and The Medium is the Massage (McLuhan & Fiore 1967) had asserted that the use of particular media ‘massages’ human ‘sense ratios’ (allusions to which are also found in Innis). More recently, Neil Postman has reinterpreted McLuhan’s aphorism that ‘the medium is the message’ as meaning that ‘embedded in every tool is an ideological bias, a predisposition to construct the world as one thing rather than another, to value one thing over another, to amplify one sense or skill or attitude more loudly than another’ (Postman 1993, p. 13).


The selectivity of a medium arises from the way in which it formalizes phenomena within its own constraints. Any medium facilitates, emphasizes, intensifies, amplifies, enhances or extends certain kinds of use or experience whilst inhibiting, restricting or reducing other kinds. Of course, our use of any medium for a particular task may have advantages over ‘the alternatives’ (such as ‘saving’ time or labour), but use always involves a ‘cost’. There are losses as well as gains. A medium closes some doors as well as opening others, excludes as well as includes, distorts as well as clarifies, conceals as well as reveals, denies as well as affirms, destroys as well as creates. The selectivity of media tends to suggest that some aspects of experience are important or relevant and that others are unimportant or irrelevant. Particular realities are thus made more or less accessible – more or less ‘real’ – by different processes of mediation. Mediation is tied to the distribution of power in society. Selection and exclusion of all kinds favour the realities of some groups rather than others.


An awareness of mediation can have a positive function in research and pedagogy. Firstly, we can note the emphasis given to that which is explicitly handled: what is highlighted or foregrounded and what is downplayed or backgrounded? What is the ‘figure’ and what the ‘ground’? More interestingly, perhaps, we may attempt the difficult task of noticing what is not there. In studying the nature of mediation, a powerful technique is the search for that which is excluded (or ‘conspicuous by its absence’), and that which is taken for granted (which ‘goes without saying’). In recent times the phenomenon of absence has been described as ‘absent presence’ by Jacques Derrida. Just as with any physical tool, both the nature of language and its use involve selectivity. We are familiar with the phenomenon of absent presence in our use of language, where we are used to noticing what has been ‘left unsaid’ and to ‘reading between the lines’. The making of meanings is influenced not only by the words which are used but by those which (consciously or unconsciously) are not. Much the same perspective could be applied to media in general, including the choice of one medium rather than another.


The routine use of a medium by someone who knows how to use it typically passes unquestioned as unproblematic and ‘neutral’: this is hardly surprising since media evolve as a means of accomplishing purposes in which they are usually intended to be incidental. And the more frequently and fluently a medium is used, the more ‘transparent’ or ‘invisible’ to its users it tends to become. This has frequently been observed of reading: ‘The wonderful thing about language is that it promotes its own oblivion: my eyes follow the lines on the paper, and from the moment I am caught up in their meaning, I lose sight of them. The paper, the letters on it, my eyes and body are there only as the minimum setting of some invisible operation. Expression fades out before what is expressed, and that is why its mediating role may pass unnoticed’ (Merleau-Ponty 1962). For most routine purposes, awareness of a medium may hamper its effectiveness as a means to an end. Indeed, it is typically when the medium acquires transparency that its potential to fulfil its primary function is greatest. 


However, in reading and writing, both the type of text and our purposes may influence our awareness of the medium of language: we are likely to be more frequently aware of the choice of particular words in a poem than in a scientific paper. The special resonances of words are an important part of the making of meaning in poetry. In this sense literary uses of language tend to be less transparent than other uses of language: they often reveal their mediation. However, Joseph Church, a psychologist, argues that opacity is not confined to literary usage, but is a feature of any attempt to grapple with ideas: ‘Our means of expression always have some degree of opacity. It is only the most banal statements in the most neutral situations that ever attain transparency. As soon as we try to describe a new phenomenon, a new relationship, a new way of looking at something, our medium thickens and becomes prominent. Indeed, much of the innovator’s time is taken up with means of expression rather than with what is being expressed’ (Church 1961, p. 191).


The selectivity of any medium leads to its use having influences of which the user may not always be conscious, and which may not have been part of the purpose in using it. We can be so familiar with the medium that we are ‘anaesthetized’ to the mediation it involves: we ‘don’t know what we’re missing’. Insofar as we are numbed to the processes involved we cannot be said to be exercising ‘choices’ in its use. In this way the means we use may modify our ends. Amongst the phenomena enhanced or reduced by media selectivity are the ends for which a medium was used. Since it may be impossible to foresee all the consequences of our use of a medium, such use tends to be accompanied by ‘unintentional side-effects’ (Winner 1977, pp. 88-100). In such cases, our ‘purposes’ are subtly, and often invisibly, redefined. Langdon Winner refers to this as reverse adaptation, or ‘the adjustment of human ends to match the character of the available means’ (ibid., p. 229), and I offer Exhibit 1.2 as an illustration of this concept. This is the opposite of the pragmatic and rationalistic stance, according to which the means are chosen to suit the user’s ends, and are entirely under the user’s control. How much it matters to us that our ends are transformed by our media depends on whether such transformations seem to us to be in general harmony with our overall intentions: ‘side-effects’ can, of course, be ‘positive’ as well as ‘negative’. But we are seldom (if ever) so detached in our use of media that we can assess the phenomenon in all of its complexity. Since side-effects can also be immediate or delayed (short-, medium- or long-term), they may need a historical perspective too. And as dynamic processes which are enmeshed with others they elude our attempts to identify them. Subtle side-effects of our use of media may escape our notice, but they may nevertheless be profound.









Exhibit 1.2: Reverse adaptation in our engagement with media
An awareness of this phenomenon of transformation by media has often led media theorists to argue deterministically that our technical means and systems always and inevitably become ‘ends in themselves’ (a common interpretation of Marshall McLuhan’s famous aphorism, ‘the medium is the message’), and has even led some to present media as wholly autonomous entities with ‘purposes’ (as opposed to functions) of their own. However, one need not adopt such extreme stances in acknowledging the transformations involved in processes of mediation. When we use a medium for any purpose, its use becomes part of that purpose. Travelling is an unavoidable part of getting somewhere; it may even become a primary goal. Travelling by one particular method of transport rather than another is part of the experience. So too with writing rather than speaking, or using a word processor rather than a pen. In using any medium, to some extent we serve its ‘purposes’ as well as it serving ours. When we engage with media we both act and are acted upon, use and are used. Where a medium has a variety of functions it may be impossible to choose to use it for only one of these functions in isolation. The making of meanings with such media must involve some degree of compromise. Complete identity between any specific purpose and the functionality of a medium is likely to be rare, although the degree of match may on most occasions be accepted as adequate.


I am reminded here of an observation by the anthropologist Claude Lévi-Strauss that in the case of what he called bricolage, the process of creating something is not a matter of the calculated choice and use of whatever materials are technically best-adapted to a clearly predetermined purpose, but rather it involves a ‘dialogue with the materials and means of execution’ (Lévi-Strauss 1974, p. 29). In such a dialogue, the materials which are ready-to-hand may (as we say) ‘suggest’ adaptive courses of action, and the initial aim may be modified. Consequently, such acts of creation are not purely instrumental: the bricoleur ‘“speaks” not only with things... but also through the medium of things’ (ibid., p. 21): the use of the medium is expressive. The context of Lévi-Strauss’s point was a discussion of ‘primitive art’ and ‘mythical thought’, but I would argue that bricolage can be involved in the use of any medium, for any purpose. The act of writing, for instance, may be shaped not only by the writer’s conscious purposes but also by features of the media involved – such as the kind of language and writing tools used – as well as by the social and psychological processes of mediation involved. Any ‘resistance’ offered by the writer’s materials can be an intrinsic part of the process of writing. However, not every writer acts or feels like a bricoleur. Individuals differ strikingly in their responses to the notion of media transformation. They range from those who insist that they are in total control of the media which they ‘use’ to those who experience a profound sense of being shaped by the media which ‘use’ them. I will illustrate such experiential differences shortly in relation to the medium of language.


The significance of media transformations to those involved depends on resonances deriving from the nature and use of a medium rather than from explicit ‘messages’. The term resonance is sometimes used by literary critics to refer to associative ‘overtones’ or metaphorical significances which they discern in particular uses of language. In the current context, I use the term resonance to refer to any kind of significance which may be attached to the use of one medium rather than another, for example, to the use of: one word or phrase rather than another; writing rather than speech; an essay rather than a research report; or a word processor rather than a pen. The comparisons by those involved might be conscious or unconscious, explicit or implicit. And such significances might be experienced by an individual, a group or more broadly in a particular culture or sub-culture; they could be enduring or transitory, current or retrospective, incidental or primary, subtle or dramatic, intended or unintended, related to a particular occasion or more generally applicable. For example, resonance could refer to some quality in a particular text which those writing or reading it might regard as ‘lost’ if it were to be paraphrased. It might refer very broadly to the special status accorded by Romantics to the spoken word or to the interpretation of textual closure and seamlessness as stereotypically ‘masculine’. Or it might refer to a particular writer experiencing a greater sense of ‘detachment’ when typing than when using a pen. Many such examples will be encountered throughout this book.


All of these features – selectivity, transparency, transformation and resonance – are associated with every process of mediation, including those which are involved in the act of writing. And such features and processes exist in dynamic interaction. Traditional academic disciplines attempt to fit the practices of everyday life into frameworks which are primarily sociocultural, psychological, linguistic or technological. But those who seek to explore processes of mediation must attempt to move as readily as possible between such interpretative frames. Such frame shifting is essential for gaining insight into the ‘ecology’ of media, in which media and processes of mediation subtly and dynamically interact. All writers are inextricably enmeshed in such an ecology, which includes attitudes and practices in the use of media (such as language, the written word, textual forms, physical tools and systems of publication), and other social and psychological phenomena (such as personality and roles). In academia the ecology of writing also involves disciplinary frameworks, epistemological assumptions and research methodologies. It is an ecology in which writers shape texts and are shaped in doing so; in which they use tools and are influenced by their use of them; in which they both employ techniques and are directed by them; in which they adopt roles and adapt to them; in which they both write and are written. 
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The Medium of Language

Language, with its syntactical and semantic structures (i.e. rules of sentence construction, rules of meaning) dictates what a writer can write... Every word that I write, every object that I refer to, is already filled with meaning... You bring your meanings... to these words... What a writer writes... is predetermined, in part, by what his or her language allows to be written.

Norman Denzin

Language is so potent and so deeply involved in our sense of who and what we are that it is tempting to regard its power as virtually limitless. But all media involve constraints, and language is no exception. To suggest that language has its limitations is not to deny its potency. On the contrary, it has been argued that the power of a medium derives from the very fact that it supports some purposes and not others. Although the scope of language is vast, it is not a general-purpose tool (there is no such thing). We cannot expect any single medium to be adequate in handling the richness of human experience. Nevertheless, language remains the most powerful medium that we know, so attempting to define its scope exactly invites contradiction. It is far more than a ‘tool for communication’, and I prefer to define it very broadly as a medium for making sense of experience. 

The Sapir-Whorf hypothesis

Within linguistic theory, two extreme positions concerning the relationship between language and thought are commonly referred to as ‘mould theories’ and ‘cloak theories’. Mould theories represent language as ‘a mould in terms of which thought categories are cast’ (Bruner et al. 1956, p. 11). Cloak theories represent the view that ‘language is a cloak conforming to the customary categories of thought of its speakers’ (ibid.). The doctrine that language is the ‘dress of thought’ was fundamental in Neo-Classical literary theory (Abrams 1953, p. 290), but was rejected by the Romantics (ibid.; Stone 1967, Ch. 5). There is also a related view (held by behaviourists, for instance) that language and thought are identical. According to this stance thinking is entirely linguistic: there is no ‘non-verbal thought’, no ‘translation’ at all from thought to language. In this sense, thought is seen as completely determined by language.


The Sapir-Whorf theory, named after the American linguists Edward Sapir and Benjamin Lee Whorf, is a mould theory of language. Writing in 1929, Sapir argued in a classic passage that:

Human beings do not live in the objective world alone, nor alone in the world of social activity as ordinarily understood, but are very much at the mercy of the particular language which has become the medium of expression for their society. It is quite an illusion to imagine that one adjusts to reality essentially without the use of language and that language is merely an incidental means of solving specific problems of communication or reflection. The fact of the matter is that the ‘real world’ is to a large extent unconsciously built upon the language habits of the group. No two languages are ever sufficiently similar to be considered as representing the same social reality. The worlds in which different societies live are distinct worlds, not merely the same world with different labels attached... We see and hear and otherwise experience very largely as we do because the language habits of our community predispose certain choices of interpretation. (Sapir 1958 [1929], p. 69)

This position was extended in the 1930s by his student Whorf, who, in another widely cited passage, declared that:

We dissect nature along lines laid down by our native languages. The categories and types that we isolate from the world of phenomena we do not find there because they stare every observer in the face; on the contrary, the world is presented in a kaleidoscopic flux of impressions which has to be organized by our minds – and this means largely by the linguistic systems in our minds. We cut nature up, organize it into concepts, and ascribe significances as we do, largely because we are parties to an agreement to organize it in this way – an agreement that holds throughout our speech community and is codified in the patterns of our language. The agreement is, of course, an implicit and unstated one, but its terms are absolutely obligatory; we cannot talk at all except by subscribing to the organization and classification of data which the agreement decrees. (Whorf 1940, pp. 213-14; his emphasis)

I will not attempt to untangle the details of the personal standpoints of Sapir and Whorf on the degree of determinism which they felt was involved, although I think that the above extracts give a fair idea of what these were. I should note that Whorf distanced himself from the behaviourist stance that thinking is entirely linguistic (Whorf 1956, p. 66). In its most extreme version ‘the Sapir-Whorf hypothesis’ can be described as consisting of two associated principles. According to the first, linguistic determinism, our thinking is determined by language. According to the second, linguistic relativity, people who speak different languages perceive and think about the world quite differently.


On this basis, the Whorfian perspective is that translation between one language and another is at the very least, problematic, and sometimes impossible. Some commentators also apply this to the ‘translation’ of unverbalized thought into language. Others suggest that even within a single language any reformulation of words has implications for meaning, however subtle. George Steiner (1975) has argued that any act of human communication can be seen as involving a kind of translation, so the potential scope of Whorfianism is very broad indeed. Indeed, seeing reading as a kind of translation is a useful reminder of the reductionism of representing textual reformulation simply as a determinate ‘change of meaning’, since meaning does not reside in the text, but is generated by interpretation. According to the Whorfian stance, ‘content’ is bound up with linguistic ‘form’, and the use of the medium contributes to shaping the meaning. In common usage, we often talk of different verbal formulations ‘meaning the same thing’. But for those of a Whorfian persuasion, such as the literary theorist Stanley Fish, ‘it is impossible to mean the same thing in two (or more) different ways’ (Fish 1980, p. 32). Reformulating something transforms the ways in which meanings may be made with it, and in this sense, form and content are inseparable. From this stance words are not merely the ‘dress’ of thought.


The importance of what is ‘lost in translation’ varies, of course. The issue is usually considered most important in literary writing. It is illuminating to note how one poet felt about the translation of his poems from the original Spanish into other European languages (Whorf himself did not in fact regard European languages as significantly different from each other). Pablo Neruda noted that the best translations of his own poems were Italian (because of its similarities to Spanish), but that English and French ‘do not correspond to Spanish – neither in vocalization, or in the placement, or the colour, or the weight of words.’ He continued: ‘It is not a question of interpretative equivalence: no, the sense can be right, but this correctness of translation, of meaning, can be the destruction of a poem. In many of the translations into French – I don’t say in all of them – my poetry escapes, nothing remains; one cannot protest because it says the same thing that one has written. But it is obvious that if I had been a French poet, I would not have said what I did in that poem, because the value of the words is so different. I would have written something else’ (Plimpton 1981, p. 63). With more ‘pragmatic’ or less ‘expressive’ writing, meanings are typically regarded as less dependent on the particular form of words used. In most pragmatic contexts, paraphrases or translations tend to be treated as less fundamentally problematic. However, even in such contexts, particular words or phrases which have an important function in the original language may be acknowledged to present special problems in translation. Even outside the humanities, academic texts concerned with the social sciences are a case in point.


The Whorfian perspective is in strong contrast to the extreme universalism of those who adopt the cloak theory. The Neo-Classical idea of language as simply the dress of thought is based on the assumption that the same thought can be expressed in a variety of ways. Universalists argue that we can say whatever we want to say in any language, and that whatever we say in one language can always be translated into another. This is the basis for the most common refutation of Whorfianism. ‘The fact is,’ insists the philosopher Karl Popper, ‘that even totally different languages are not untranslatable’ (Popper 1970, p. 56). The evasive use here of ‘not untranslatable’ is ironic. Most universalists do acknowledge that translation may on occasions involve a certain amount of circumlocution.


Individuals who regard writing as fundamental to their sense of personal and professional identity may experience their written style as inseparable from this identity, and insofar as writers are ‘attached to their words’, they may favour a Whorfian perspective. And it would be hardly surprising if individual stances towards Whorfianism were not influenced by allegiances to Romanticism or Classicism, or towards either the arts or the sciences. As I have pointed out, in the context of the written word, the ‘untranslatability’ claim is generally regarded as strongest in the arts and weakest in the case of formal scientific papers (although rhetorical studies have increasingly blurred any clear distinctions). And within the literary domain, ‘untranslatability’ was favoured by Romantic literary theorists, for whom the connotative, emotional or personal meanings of words were crucial (see Stone 1967, pp. 126-7, 132, 145).


Whilst few linguists would accept the Sapir-Whorf hypothesis in its ‘strong’, extreme or deterministic form, many now accept a ‘weak’, more moderate, or limited Whorfianism, namely that the ways in which we see the world may be influenced by the kind of language we use. Moderate Whorfianism differs from extreme Whorfianism in these ways:

•

the emphasis is on the potential for thinking to be ‘influenced’ rather than 
unavoidably ‘determined’ by language;

•

it is a two-way process, so that ‘the kind of language we use’ is also 
influenced by ‘the way we see the world’;

•

any influence is ascribed not to ‘Language’ as such or to one language 
compared with another, but to the use within a language of one variety 
rather than another (typically a sociolect – the language used primarily by 
members of a particular social group);

•

emphasis is given to the social context of language use rather than to purely 
linguistic considerations, such as the social pressure in particular contexts to 
use language in one way rather than another.

Of course, some polemicists still favour the notion of language as a strait-jacket or prison, but there is a broad academic consensus favouring moderate Whorfianism. Any linguistic influence is now generally considered to be related not primarily to the formal systemic structures of a language (langue – to use de Saussure’s term) but to cultural conventions and individual styles of use (or parole). I have already argued that meaning does not reside in a text but arises in its interpretation, and interpretation is shaped by sociocultural contexts. Conventions regarding what are considered appropriate uses of language in particular social contexts exist both in ‘everyday’ uses of language and in specialist usage. In academia, there are general conventions as well as particular ones in each disciplinary and methodological context. In every subculture, the dominant conventions regarding appropriate usage tend to exert a conservative influence on the framing of phenomena. From the media theory perspective, the sociolects of sub-cultures and the idiolects of individuals represent a subtly selective view of the world: tending to support certain kinds of observations and interpretations and to restrict others. And this transformative power goes largely unnoticed, retreating to transparency.


Marshall McLuhan argued in books such as The Gutenberg Galaxy (1962) and Understanding Media (1964) that the use of new media was the prime cause of fundamental changes in society and the human psyche. The technological determinism of his stance can be seen as an application of extreme Whorfianism to the nature of media in general. Similarly, the extreme universalism of the cloak theorists has its media counterpart in the myth of technological neutrality (Winner 1977; Bowers 1988). My own approach involves exploring the applicability of moderate Whorfianism to the use of media. In this book I explore in particular the ways in which the experience of writing may be influenced by the writing media with which we engage (within the context of particular conventions and styles of use), as well as by broader processes of mediation involved in the social phenomenon of writing. Before considering some general features of language as a medium I will explore how conventional English usage may influence our framing of media in general.


Metaphor is a medium within that of language. Indeed, phenomenological theorists see metaphor as of central importance in language. Like any other medium, metaphor can both extend and reduce aspects of experience. As long as metaphors are recognized as such they may be productive both by analogy and contrast; once they become transparent they may limit our conceptual horizons. In either case they frame our experience. Whilst a metaphor often has generative strength, its selectivity can be misleading: ‘a metaphorical concept can keep us from focusing on other aspects of the concept that are inconsistent with that metaphor’ (Lakoff & Johnson 1980, p. 7). Media may, of course, be metaphors. A tool or medium which is part of the cultural currency is also used as a metaphorical tool in the construction of reality. Writing media have long been prominent interpretative metaphors – significantly in the depiction of the mind. Here is Plato in the Theaetetus (191c-d): ‘Imagine then, says Socrates... that our minds contain a block of wax... and say that whenever we wish to remember something we see or hear or conceive in our own minds, we hold this wax under the perceptions or ideas and imprint them on it as we might stamp the impression of a signet ring. Whatever is so imprinted we remember and know so long as the image remains.’ So too for Aristotle: the state of the mind before being awoken by sensation is ‘like that of a [wax] tablet upon which nothing has been written’ (De Anima III, 4). The metaphor was to prove persistent: centuries later John Locke was still describing the mind as being like ‘white paper, void of all characters’, upon which experience left its marks (Locke 1690, Bk. 2, Ch. 1, in 1974, Vol. 1, p. 77). The tabula rasa metaphor supports the notion of reality as passively ‘assimilated’ by the mind, and is characteristic of empiricist vocabulary. It denies the active ‘construction’ of reality.

conveying meaning
send me some information

getting the idea across
ideas in circulation

give me an idea of what you mean
put that idea on paper

he’s full of ideas
delivering a curriculum

let’s toss around a few ideas
what did the letter contain?

putting it into words
I’m waiting for some ideas

that idea went over his head
she soaks up ideas




Exhibit 2.1: Some transmissive phrases in English
There are many metaphorical expressions in English which give rise to much of the difficulty experienced in using the term ‘medium’ itself. The language which we commonly use to refer to the ways in which we try to negotiate meaning with each other is not ‘neutral’, but reflects a simplistic view of the nature of such processes. When we talk of ‘conveying meaning’ or ‘getting an idea across’ not only do we deny the active interpretative role of listeners, readers and communities, but we also portray the media involved as neutral ‘vehicles of communication’, whereas such media may both influence and inspire meanings. And yet Michael Reddy (1979) estimates that ‘the conduit metaphor’ accounts for at least 70 percent of the expressions used in English to describe human communication (see Exhibit 2.1).


We talk of ‘putting things into words’. The ways in which we use written media may have played a prominent part in giving rise to such language: the printed reference book is frequently described as if it were a ‘container’ in which one ‘finds’ information (as also are memory and consciousness) and literary texts are sometimes described in terms of ‘form’ and ‘content’ (just as the ‘medium’ is portrayed as distinct from the ‘message’). Such language reinforces a sense of meaning as something objective and transferable. The transmissive model of the making of meaning reflected in such conventional formulations can exercise a subtle but powerful influence on everyday thinking. And it can be extraordinarily difficult to find alternative formulations without sustained and conscious effort, and often a sense of awkwardness, which in everyday life may act as a disincentive to all but those (such as poets, mystics, advertisers and political activists) who feel comfortable in ‘taking liberties’ with language (a revealing phrase). It is not uncommon to find even the most experienced writers expressing frustration about a strongly felt sense of linguistic constraint: ‘I must apologize for repeatedly having used dualist expressions, although not taking a dualist stance. So deeply is dualism embedded in our language that it is difficult to avoid doing so without writing almost unreadable sentences’ (Taylor 1979, p. xi; my emphasis).


One may not simply dismiss ‘mere metaphor’ as inconsequential: metaphors matter. They are, if nothing else, revealing of those who utter them. George Lakoff and Mark Johnson (1980) have argued at length that our dominant metaphors reflect our values. The philosopher Michael Polanyi wrote, in Whorfian terms, that ‘different vocabularies for the interpretation of things divide men into groups which cannot understand each other’s way of seeing things and of acting upon them. For different idioms determine different patterns of possible emotions and actions’ (Polanyi 1958, p. 112). Examining the language which people use to describe their experiences of writing can assist us in revealing and understanding the diversity of worlds which various writers construct and inhabit.

When is a tool not a tool?

Metaphors of media have subtle resonances. The resonance of the metaphor of language as a ‘tool’ may suggest the separability of ‘the known’ from ‘the knower’, and of thought from language. To represent language as a tool implies an assumption of the cloak theory. On the other hand the metaphor of ‘medium’ portrays language as an environment in which we ‘dwell’ (as phenomenologists put it) and emphasizes the interdependence of language and thought. Such a metaphor suggests an underlying mould theory. More positively, perhaps, the tool metaphor may also sometimes suggest the active character of meaning-making, whereas describing ourselves as dwelling within language may be interpreted as downplaying the constructive role of the individual. Modern commentators who emphasize ‘tools’ in their use of metaphor often reveal a sense of using – of feeling in control; those whose usage features the metaphor of ‘medium’ or that of ‘environment’ sometimes reveal some sense of being part of, of being acted upon – even of being used.



‘Tool’ 










  ‘Medium’  









’Environment’














Experience of being...


User of...

Involved with... 
Dwelling in... 
Acted on by... 
Used by...



Exhibit 2.2: Key metaphors of engagement with media

We might represent the experience and dominant metaphors of engagement with media as a continuum, as in Exhibit 2.2. The key metaphors of ‘tool’ and ‘medium’ reflect, of course, the extensional and reductive character of a medium – its ‘usefulness’. At the extremes, user and used change places. At one end of the continuum we may say ‘I speak language’ or ‘I use tools’; at the other ‘language speaks us’ and ‘our tools use us’. Those for whom language is experienced primarily as a tool which they use I will characterize here as Planners; those who tend to experience language as a medium which acts upon them I will refer to as Discoverers. In literary terms, Planners could be described as being situated in the Classical tradition, whilst Discoverers can be seen as part of the Romantic tradition.


Pragmatic and rationalistic Planners tend to think of language instrumentally or technologically – as a practical tool which they use only as a deliberate means to an end. They see themselves as fully in control. It is a Neo-Classical writer – Sir Joshua Reynolds, writing in the late eighteenth century – who tells us that ‘Words should be employed as the means, not as the end: language is the instrument’ (Stone 1967, p. 20). In the instrumental way of thinking the means is quite separable from the end, and it is the end which really matters. The means can be rationally assessed in terms of its effectiveness in achieving the pre-determined goal for which it was employed. This is the doctrine of ‘technical rationality’. In science, where language tends to be oriented towards ‘problem-solving’, it is frequently treated as if it were simply a transparent and neutral tool for communicating about an objective world, rather than as intimately involved in the creation of that world. In writing, Planners tend to be more concerned with the product than with the process of production, and they may feel little need to define themselves or ‘reality’ in relation to language. Such a notion is in harmony with a transmissive model of communication (in which ‘information’ can be unproblematically ‘transmitted’ to others). In remaining attuned to resonances we may note here that instrumentality is often interpreted by commentators as ‘masculine’, in contrast to ‘female’ expressivity (Hudson 1970, pp. 32-3), and that a desire to employ a ‘transparent’ style of language has also been identified as associated with dominant notions of ‘masculinity’ (Easthope 1990, pp. 79ff).


In contrast to Planners, Discoverers regard instrumental definitions as reductionist, thinking of language as far more than a tool, and perhaps as inextricable from their sense of self. Language here is more like a way of knowing. Literary writers have frequently regarded language in this way. For May Swenson, a poet: ‘Language is not only a tool in poetry, it is its very being. In a poem, subject is not presented by means of language but language is the thing presented with the aid of subject. Being merely instrumental, a scientific exposition can be restated in various ways without a loss of end-effect... But tamper with, or reconstruct the tissue of a poem and you deal death to its cells and molecules’ (Swenson 1966, p. 157; my emphasis).


The British educationalist James Britton offered a useful continuum to describe the various functions of language: branching out from the ‘expressive’ language of everyday life to ‘transactional’ and ‘poetic’ poles (Britton 1971). My own version of such poles of usage is shown in Exhibit 2.3 (where I use the term ‘instrumental’ rather than ‘transactional’). It is, of course, primarily in the arts that ‘poetic’ uses of language are foregrounded, whilst formal writing in the natural sciences foregrounds ‘instrumental’ uses. However, even within the literary context, such uses are most clearly exemplified by writers in the Romantic tradition, whilst in the Neo-Classical tradition writers veer towards more instrumental uses (see Exhibit 4.3).


Discoverers may tend to stress the primacy of the poetic use of language. This may also lead them to insist that ‘communication’ is an inadequate description of its function. Discoverers may also see language as an ‘environment’ in which they discover themselves (which seems a mystical notion to Planners). Consequently in writing, they may be at least as concerned with process as with product. To Planners, such concerns of Discoverers illustrate the means becoming an end in itself. The stance of the Planners is Aristotelian and teleological, emphasizing conscious purpose; that of the Discoverers typically Romantic or existentialist, emphasizing an openness to experience.

Instrumental
Poetic
Language as a practical means to a pre-
Language as an expressive medium; as

determined end beyond the words used
important in itself
Language as a tool or vehicle for
Language as far more than a tool or vehicle:

communication
as a subject, environment or way of knowing
Words as signs for things
Words as objects in their own right
Form separable or secondary to content;
Primacy, inseparability or identity of form actual words incidental; translatable text
and content; less (or un-) translatable





Goal of effective communication
Generating emotional response
Goals of transparency, neutrality and
Special resonance of words matters;

objectivity
language drawing attention to itself – more 



opaque
Goals of clarity, explicitness, precision,
Ambiguity often valued; more overt use

plainness: a ‘factual’ or ‘literal’ style
of imagery; openly connotative; rich

avoiding ambiguity and metaphor; focus
subtlety and nuance

on denotation rather than connotation
Logical, rational, detached and
More personal, subjective, idiosyncratic impersonal style
style
Structural orderliness and sense of
Pattern-breaking

completeness; predictability
Language as unproblematic 
Language as problematic
Exhibit 2.3: Instrumental and Poetic uses of language

In Heideggerian style, the philosopher William Barrett passionately declared that:

My language is a region of Being I inhabit. And here the comparison of language to a tool falls short. I do not use English in the way I use a typewriter. With this simple sentence the whole elaborate model of language as an instrument, and nothing but an instrument, crashes to the ground. Familiar as my typewriter may be, intimately as I may know the touch and feel of its keys, it still stands external to my life in a way that the English language does not. I shall soon replace this typewriter – its keys have begun to stick – and it will be forgotten. My last expiring thoughts, assuming I am still conscious, will be in English. (Barrett 1979, p. 173; his emphasis)

Such declarations are characteristic of Romantic and existentialist writers. Rejecting the Neo-Classical metaphor, Carlyle insisted that: ‘Language is called the garment of thought: however, it should rather be, language is the flesh-garment, the body, of thought’ (Abrams 1953, p. 385). And for Wordsworth too, language was an ‘incarnation of... thought’ which could ‘uphold’ and ‘feed’ us like ‘the air we breathe’ (Stone 1967, p. 129). The existentialists go further. Martin Buber (1923) wrote that: ‘In truth, language does not reside in man but man stands in language and speaks out of it’; Martin Heidegger (1977) referred to language as ‘the house of Being’ and declared that ‘language speaks us’ (Heidegger 1982, p. 124); Jean-Paul Sartre (1947) wrote that ‘we are within language as within our body’; and the American deconstructionist critic J. Hillis Miller wrote that ‘language is not an instrument or tool in man’s hands, a submissive means of thinking. Language rather thinks man and his “world”’ (Miller 1977, p. 444). Such observations emphasize not the control of the medium by its users but rather the influence of the medium on them (though those who think in such terms may have no intention of suggesting that such an influence is necessarily undesirable).


Richard Lanham identified himself as a Discoverer with his declaration that ‘None of us knows what he thinks till he sees what he writes’ (a variation of E. M. Forster’s aphorism). And he went on to say that ‘we surrender ourselves to language’ (Lanham 1976, p. 23). Whorfianism drew on earlier Romantic notions, and stressing the way in which we are acted on by language, it is often attractive to those still drawn to Romanticism. Phenomenological sociologists John O’Neill (1974) and Hansfried Kellner (1978) both acknowledge the importance of the influence of language. O’Neill stressed that ‘language seems to use us as much as we use it. In this, it is more like the rest of our culture, which we cannot use without inhabiting it.’ And, Kellner, although emphasizing the primacy of the social context, accepted that ‘In using language we not only make use of it but are used by it. By means of language we produce a reality and make it available to ourselves, name it and intersubjectively communicate about it. At the same time, changing definitions of reality emerge from social communications, flow back into the matrix of language and transform it’ (Kellner 1978, p. 334). Similarly, for the literary theorist Jean-Jacques Lecercle:

Our experience of language, unless we give in to the devastation of delirium or to the asceticism of grammar, is one of compromise between the two poles of the contradiction. On the one hand I am fully aware that I speak language... On the other hand, at the very moment when I become reflexively aware of my mastery over language, the slightest uneasiness creeps in, and a slip of the tongue, a lurking solecism, an unwelcome anacoluthon reminds me that, even within my most rational or reflective statements, language speaks in its own right. (Lecercle 1990, p. 105)

An awareness of users being acted upon by their ‘tools’ dates back at least to Thomas Carlyle. He defined Man in relation to tools as a ‘tool-using animal’, but he feared that ‘Men are grown mechanical in head and in heart, as well as in hand’ (Carlyle 1829, p. 67). One encounters similar sentiments in Thoreau’s declaration that ‘men have become the tools of their tools’, and in Emerson’s assertion that ‘if you do not use the tools, they use you’ (Thoreau 1854, p. 30; Emerson 1870, p. 68). Many rationalistic commentators criticize such stances for appearing to treat technology as a completely autonomous entity – for positing a ‘ghost in the machine’. Closest to such a stance, perhaps, is Jacques Ellul in The Technological Society (1964). At its most extreme, the idea that human beings are used by their tools resembles the environmental determinism of the behaviourists. B. F. Skinner (1972) explicitly denied that human beings have direct control over their ‘verbal behaviour’. He argued, for instance, that the ‘having of a poem’ is not the result of the writer’s deliberate ‘intention, purpose or plan’ but ‘merely the product of his genetic and environmental histories.’ Of course, people do occasionally ‘feel compelled’ to behave in a particular way (even, as we shall see, by their writing tools), but behaviourists describe human behaviour as being like that of a machine.


The formalist or structuralist metaphor of language as a machine lies uneasily somewhere in our spectrum between the metaphors of tool and environment. Such a metaphor may, according to context, suggest either a mechanical tool or an automated environment. One commentator distinguished ‘the tool (however complicated) that helps the man to make the thing he wants to make, from the machine (however simple) that must be served by the man whom it, in fact, controls’ (Coomaraswamy 1949, p. 83; my emphases). Of course language is, among other things, an elaborate, dynamic self-regulating system, and the metaphor of the machine extends our awareness of this feature of it. Indeed, in exploring functional formats, I will draw attention to the importance ascribed by some writers to the ‘machinery’ of linguistic patterns. However, the uncritical use of this metaphor may also reduce the prominence of other key features, suggesting (as does extreme Whorfianism and linguistic idealism) that language is an autonomous, monolithic, closed, inflexible and deterministic system, and also that it is a-social, a-historical and without affective significance – whereas language cannot, of course, be isolated from its human context of use. As an integral part of the social fabric language both shapes the ways we think and is shaped by social contexts.


The spectrum of media metaphors in Exhibit 2.2 is perhaps useful in suggesting that to talk simply in terms of ‘using’ tools may be as extreme a position as to talk solely of ‘being used’ by them: we both act on and are acted on by, transform and are transformed by, the media with which we engage (a phrase which I find more apt than ‘use’). In the making of meanings both give and take are involved. Ends and means are not easy to disentangle. The purposes of a ‘user’ (we have no word for ‘engager’!) not only shape but are also shaped by the functions of a medium. And mediating circumstances shift the locus of control. But noting the give-and-take of our engagement with media should not undermine the importance of differences which individuals experience in their relationships with media.


I have focused so far on metaphors as they are applied to media in general and to language in particular; varying resonances are also evoked when such metaphors are applied to writing tools. The exploration of writers’ experiences of engagement with various writing tools is reserved for a later chapter, but here I will briefly examine some of the key metaphors applied to one particular writing tool – the word processor.

Metaphors for the word processor

It is sometimes noted that there is no such thing as ‘the word processor’ in the same sense as we may generally refer to ‘the pencil’ or ‘the pen’: computer-based writing tools vary from simple small screen laptops to elaborate full-page layout systems, and rules of use also differ. But where word processing is discussed here the focus is on how it is experienced. I would suggest this is both as humanly fair and as technologically limited as discussing the experience of driving to work without dwelling on the specifications of the cars involved unless some technical feature is singled out as important by the users.


The word processor (a metaphor in itself) defies description as a ‘tool’. With a simple writing tool such as the pencil, as Petrosky (1989) points out, ‘the function is beyond comment and directions for its use are unwritten.’ In modern history pencils and pens (particularly biros) have become such ubiquitous and familiar items in the material culture of literate societies, that such tools are now ‘virtually invisible’ (to adults, at least). This, of course, is why they invariably disappear! It is worth reminding ourselves that there are basic procedures which must be followed in order to make intentional marks even with a pencil (to say nothing of maintaining serviceable points). Of course, such procedures are simple and universal and are acquired largely by observation and imitation in early childhood. However, the craft of handwriting (particularly with fountain pens) must, of course, be acquired more gradually, with deliberate effort and instruction (in the context of acquiring the written literacy required for generating texts). As Samuel Johnson put it: ‘Composition is, for the most part an effort of slow diligence and steady perseverance, to which the mind is dragged by necessity or resolution’ (The Adventurer, No. 138).


The artist Harold Cohen has suggested that ‘the more powerfully a technology serves its designed-in purpose, the more the individual is constrained by its use’ (Michie & Johnston 1984, p. 148). This may begin to explain why some writers experience more of a sense of constraint with the word processor – a complex but apparently very ‘flexible’ tool – than with a simple tool such as a pen. With more elaborate tools one may feel drawn into a technological network. Langdon Winner, a political scientist, declared that ‘I vote “for” Consolidated Edison’s full range of technical interconnections every time I switch on my electric typewriter’ (Winner 1977, p. 234). This phenomenon is even clearer in using word processors, which frequently exist simply as part of a computer system, and which (to complicate matters still further) may in turn be linked to other systems handling still and moving images, or sounds, as well as text).


Whether framed by a larger system or not, the word processor itself can be thought of as framing other more specific tools. Whilst a pencil may also include an eraser, and may be used for other purposes than writing (such as a pointer), the word processor emulates the functions of a much larger range of tools for text. Word processors are often thought of by their users as sophisticated typewriters. A word processor also functions as Tippex (White-Out in the USA), scissors and paste, copier, notepad and filing cabinet. With databases it can also function as a card index and a reference library; with spelling and style checkers, as a copy-editor; with electronic mail, as a post office and a conference noticeboard; and, with desk-top publishing facilities, as a printshop. In view of this complexity, some describe the word processor, like the computer, as ‘a general-purpose tool’, or even ‘a toolkit’. However, Joseph Weizenbaum points out that ‘there can be no such things as general-purpose tools, just as there can be no general-purpose words,’ since ‘a tool gains its power from the fact that it permits certain actions and not others. For example, a hammer has to be rigid. It can therefore not be used as a rope’ (Weizenbaum 1976, p. 37). Here, in passing, we may note that Weizenbaum locates the real power of tools (and other media) in their capacity both to extend and reduce aspects of experience.


Some authors who use word processors report that they regard them as simply ‘a means to an end’ (Dorner 1991, pp. 57-8). The journalist and novelist John Hersey insisted that a word processor is no more than a tool:

I think there’s a great deal of nonsense about computers and writers; the machine corrupts the writer, unless you write with a pencil you haven’t chosen the words, and so on... I think there are a lot of things that are annoying about modern computers, particularly the ones that are interactive and keep giving you cute questions to answer as you work. That kind of thing would madden me. But I have a very simple, old-fashioned, ‘dedicated’ word processor that doesn’t inflict any of that on me. I think of it as a useful tool. (Plimpton 1988, pp. 123-4)

Michael Heim, a philosopher, argues that treating the word processor simply as a tool confines us to assessing its efficiency. In doing so we may neglect influences which its use may have on us: ‘When we call something a tool, the assumption about it usually is that we can put it down or pick it up at will... Though the tool may alter the conditions under which we live, it does not itself become a condition under which we live, as does, for instance, the network of highways we traverse with automobiles. The highway system is more than a mere tool for transportation, or even a co-ordinated network of tools... Tool analysis... might... lead us away from asking about what is happening with us and to us’ (Heim 1987, pp. 32-3). So it may be useful not to see the word processor simply as ‘a tool’ (as we might think of a pencil or a pen). Existential philosophers emphasize – as with language – the way in which we dwell in and are acted upon by our physical tools. As with language, some commentators refer to the word processor as an ‘environment’. Phil Mullins declares that people ‘have the potential to dwell in the word processing environment in a way analogous to the way they dwell in their physical bodies... We can use it... only by dwelling in it’ (Mullins 1988, p. 415). However, the existentialist interpretation of this phenomenon is typically more negative when it is applied to physical tools rather than to language. John Macquarrie suggested that ‘as man extends his instrumental world, he tends to be drawn into it himself, to become a part of it and even a slave of it’ (Macquarrie 1973, p. 87). And Edward Ballard felt that ‘we may be moving from a world in which man dominates his technology to one in which his technology dominates him’ (Ballard 1978, p. 25).


The word processor is an ‘environment’ in the sense that it consists of an elaborate network of inter-connected tools and functions together with the rules or procedures which must be followed if it is to work at all. Jacques Ellul, who made no distinction between tools and techniques, noted that ‘technique is a means with a set of rules for the game’ (Ellul 1964, p. 97). And Barrett pointed out that ‘every machine is... an embodied decision procedure’ (Barrett 1979, p. 20). Such procedures are of course far more extensive with the word processor than with earlier writing tools. Most obviously the word processor includes a range of simple functions such as counting words and reformatting, but I have argued elsewhere (1987) that the web of procedures in a word processor constitutes a particular view of what writing is. This is at least potentially an influence on how writers write with one. The key issue here is that a network of procedures for use exists in any word processor and that this plays a part in leading some writers to experience a sense of being used by it in a way that they are rarely likely to feel in using a single, simple tool such as a pencil. And since a tool is ‘useless’ without a user there is a sense in which the user is a functioning part of the tool who must behave in the way which the tool requires. Someone once said that when we plug things into the wall they plug into us. One word processor user offers a strong, clear statement of his sense of being used: ‘Until recently I thought I controlled my tools. I decided what tool to use, how to use it, what to use it on, and what to use it for. Recently, though, I’ve realized that I am used as well as user. Not that tools intentionally use me – I don’t believe my hammer or my computer has a mind of its own – but they do require that I change the way I do things, the way I think about things, and even in some cases the way I see myself. My tools exact a price. They influence me. They shape me’ (Madigan 1984, p. 143).


Whilst viewing the word processor as an environment may amplify our awareness of reciprocal influences between the ‘dweller’ and the technical environment it may also reduce our awareness of the dynamic external environment of which the word processor and its user are a part. Even the operating procedures are not a self-sufficient system, requiring, apart from an ‘operator’, at least a power source and ‘consumables’. And whilst modes of use may be limited by the operating procedures they are far from limited to following them. The activity of writing is deeply embedded in a complex social network which includes not only equipment but also organizations such as publishing houses, practices such as sending postcards, and formal conventions such as the humanistic essay. Nevertheless, it may be that some of the functions of such networks are to some extent eaten into by computer technology. Winner suggests that modern technologies ‘have a tendency to enlarge their boundaries so that variables which were previously external become working parts of the system’s internal structure’ (Winner 1977, p. 239). In becoming a ‘super-medium’ (by absorbing others), the computer may be becoming a super-environment too.


A sense of not being entirely in control, even of being used, often leads users of the word processor to describe it as an autonomous entity with purposes of its own. The biographer Leon Edel reported: ‘I didn’t like the machine’s insolence. It tried to make me its slave’ (Plimpton 1988, p. 70). And Josephine Hart, a novelist, felt that ‘you can dominate the pen’ but that ‘machines seem to have a mind of their own’ (cited in Boylan 1992). Writers sometimes describe their use of the word processor in terms of an interpersonal ‘relationship’. For some academics from the humanities at Stanford University, Peter Lyman argued that the word processor ‘replaced the sense of writing as an intimate relation to language with a sense of an intimate relation to the machine’ (Lyman 1984, p. 79). The ‘interactive’ features of the word processor (such as ‘prompts’) support a sense of the presence of another being. Some writers even experience the flashing cursor on the word processor screen as demanding a response. Tom Sharpe declared: ‘That bloody cursor blinking at me on the word processor screen is awful. I mean, it’s blink, blink, blink – well, screw this bastard, it’s telling me to get on!’ (Hammond 1984, p. 213). Anthropomorphic interpretations are of course encouraged by the rhetoric of the computer culture in which the computer features as a sentient being with a ‘memory’, capable of ‘reading’ and ‘writing’, or as a slave to be given ‘commands’.


Labels and metaphors may influence as well as express how we think and feel about what we may now have some reservations in describing simply as the ‘tools we use’.

Language and mediation

Jerome Bruner (1966) observed that for pre-school children thought and the object of thought seem to be the same thing, but that during schooling one comes to separate word and thing, becoming aware of ‘the distinctness of oneself and of one’s own point of view’. The acquisition of language (which can be mentally manipulated) helps to foster the individual’s sense of a conscious Self residing in an ‘internal world’ which is distinct from ‘the World outside’. Romantics may (at least retrospectively) identify with a childhood sense of growing separation from that which can be described. They tend to echo the poet Shelley in a vision of primal experience as a mystical sense of oneness, of being within a universal continuum: ‘Let us recollect our senses as children. What a distinct and intense apprehension we had of the world and of ourselves... We less habitually distinguished all that we saw and felt from ourselves. They seemed as it were to constitute one mass’ (‘On Life’, 1815, in Forman 1880, p. 261). The Romantic sense of loss in mediation is perhaps most powerfully represented in Rousseau’s interpretation of our use of tools as involving the loss of a primal unity with the world.


Such Romantic visions emphasize the unity of the knower and the known – characterized by Claude Lévy-Bruhl (1926) as participation mystique. Childhood or primal experience is portrayed by Romantics as virtually ‘unmediated’. And yet all but the most naive epistemology suggests that our experience of the world is unavoidably mediated. We may be able to step outside a particular frame, but we cannot step outside framing. Indeed, for most of the time, we exist within multiple frames. Phenomena are framed by language and its conventions of use, by our ‘frames of mind’ (cognitive style, mood and purposes), by the social situation (and so on): by frames within frames of which we are seldom even aware. There is no ‘first-hand’ experience of ‘reality’: we can only construct. Nothing is ‘im-mediate’: the word significantly drawing our attention to the temporal dimension, just as the word ‘medium’ suggests something coming between and alludes to the spatial dimension. Romantics construct the ‘natural’ in attempting to stay close to experience through ‘immediacy’ and ‘authenticity’. Objectivists construct ‘facts’, attempting to view the world without ‘distortion’ as if through a transparent ‘window’. Both seek to escape mediation, but there can be no ‘immaculate perception’. Mediation enables us to ‘make sense of’ the ‘great blooming, buzzing confusion’ of the world. Both the media we operate with and those we operate within offer us perspectives without which experience would be meaningless.


Language, of course, has a major role in mediating experience. I have already discussed universalist and relativist perspectives on ‘language and thought’, but particular reference now needs to be made to ‘language and reality’. There are basically three theoretical positions on this issue:

•
Realism: The physical world has an objective existence which is independent of our use of language. Language can sometimes ‘come between’ us and the world, ‘distorting reality’, but used effectively, language can be ‘a mirror of reality’, and words can correspond to things in the world.

•
Relativism: Our use of language plays a major part in constructing the social world and some part in constructing the physical world. We cannot avoid ‘imposing categories’ on the world in our use of language, which may ‘distort’ or ‘construct’ it to varying degrees.

•
Idealism: ‘The world’ is purely subjective and is constructed by our use of language, having no independent objective existence.

My own stance is close to that of relativism as characterized here. Our apprehension of the world is unavoidably a product of acts of selection, foregrounding and symbolization. Language is deeply involved in these acts: it is impossible to disentangle what we experience from the categories with which we organize our experiences. As with any other medium, language is not neutral. Constructivists (in sociology, social psychology and the psychology of perception) have emphasized the crucial role of language in the construction of reality (e.g. Berger & Luckmann 1967).


Language is the great divider in the sense that it creates and separates things, including ‘knower’ and ‘known’, ‘subject’ and ‘object’. We categorize even that which is not clearly discrete or bounded: as in the case of a ‘hill’ or a ‘corner’. Indeed, things do not exist (or stand out) until we call them into being: we create rather than discover the worlds we know through the categories we draw from language. Even the things which are sometimes referred to as ‘concrete realities’, such as ‘a tree’, ‘a child’ or ‘a book’ are selective abstractions of interdependent parts from a seamless and dynamic whole. All words are ‘abstractions’, and there can be no direct correspondence between words and ‘things’ in the world. According to one philosopher, linguistic categorization represents ‘a cutting out of reality according to the lines that must be followed in order to act conveniently upon it’ (Bergson 1946, p. 41), but categorization both serves and shapes human purposes.


Some sensitive and experienced users of language feel a sense of loss in our categorization of the world. Even Francis Bacon, who sought scientific dominion over nature, observed that ‘the subtlety of nature is greater many times over than the subtlety of argument’ (Bacon 1620, pp. 261-2). However, whatever their limitations, without categories we would be ‘slaves to the particular’ (Bruner et al. 1956, p. 1). Language extends our ‘grasp’ of the physically ungraspable. The development of abstractions needs the support of language, although even in this context, the use of language can inhibit as well as enhance the evolution of ideas: ‘often some promising intuition is nipped in the bud by prematurely exposing it to the acid bath of verbal definitions; others may never develop without such verbal exposure’ (Koestler 1970b, p. 56).


Language imposes order upon our experience of the world: ‘we see the world by authoring it, by making sense of it through the activity of turning it into a text, by translating it into finalizing schemes that can order its potential chaos – but only by paying the price of reducing the world’s variety and endlessness’ (Holquist 1990, p. 84). The philosopher Henri Bergson wrote that ‘we instinctively tend to solidify our impressions in order to express them in language’ (Bergson 1888, p. 130); human thoughts and feelings are dynamic processes which are frozen into the fixity of objects when we attempt to express them in language. Terence Moore and Chris Carling suggest that ‘the limitations of language’ include ‘what we cannot easily say, what we should not even expect to be able to say,’ and that such limitations ‘can never be wholly overcome, only diminished’ (Moore & Carling 1988, p. vii). They add that ‘words can both help us impose some order on our experience of living while at the same time deceive us into believing this order is greater than it is’ (ibid., p. 4). From a media theory perspective we might say that language extends our sense of the world as a thing (refreshing a sense of its independent existence ‘out there’), whilst at the same time tending to reduce our awareness of its own mediating role (at least in the apparent transparency of everyday usage).


We all have styles of speaking and writing which are to some extent individual. We even differ in the meanings we attach to any given formulation of words. However, there are limits to the extent that we can bend language to our individual purposes. The language we use does not ‘belong’ to us. We are born into the contractual obligations of a language already in use: a social medium with a long history and well-established conventions of use. Whilst most of our sentences are unique, the grammatical templates we use are not. Nor, of course, are the words. At times, the words we use can seem like ‘worn’ coinage or ‘stale’ food; phrases may feel like ‘ready-made’ clothes which don’t quite fit (these very words define us as ‘users’). Individuals cannot break the linguistic contract, despite Humpty Dumpty’s insistence to Alice that ‘when I use a word it means just what I choose it to mean – neither more nor less.’ Of course, words vary in their resonances for individuals, but our public use of them must pay regard to a consensus regarding their ‘accepted’ meanings. Gabriel Josipovici argues that the public nature of language means that ‘the purely personal... cannot be uttered in language at all’ (Josipovici 1982, p. 71). Some readers may object that whilst this may be technically accurate, it does not reflect their experience of the adequacy of language in this regard. However, it is important to note here that some writers are particularly aware of a struggle to make the words they use feel like ‘their own’.


Agnes Heller, a philosopher, suggests that: ‘The inadequacy of everyday language in the expression of private feelings and private thoughts is... not a fault to be eliminated. Language is only usable, is only “language” because it is or can be inadequate in this respect. It is only in action other than speech or via the mediation of such actions or attitudes that language can adequately express the subjective state of the “person”’ (Heller 1984, p. 179). She qualifies her argument by suggesting that ‘the language of poetry (i.e. language as mediated through art) is capable of doing what everyday language cannot do – it can express the feelings and the thoughts of the person adequately in words’ (ibid., p. 180). However, the ‘adequacy’ even of poetic language in this regard is questionable, at least for readers who seek to know how the writer felt. Heller’s stance underestimates the particular openness of poetry to diverse interpretations. It also takes for granted that we know ourselves.


For Henri Bergson, our ‘deeper’ selves are obscured by the linguistic frameworks within which our existence as social beings leads us to interpret ourselves: ‘only those ideas which least belong to us can be adequately expressed in words’ (Bergson 1888, p. 136; my emphasis). Consequently, ‘we speak rather than think; we “are acted” rather than act ourselves’ (ibid., p. 231). This strikingly anticipates Roland Barthes’s notion that rather than writers writing, they are written, a perspective on which Josipovici elaborates: ‘We are in fact being spoken, or being written, by forces outside us. We are not speakers so much as parrots. Of course these forces do not constitute some transcendent being or historical necessity, but rather the multiplicity of conflicting and ever-changing pressures which make up what we take to be “reality”’ (Josipovici 1982, p. 73). Insofar as the language we use obscures our deeper selves, Fritz Mauthner quipped that rather than facilitating ‘communication’, language has ‘made it impossible to get to know each other’ (Steiner 1975, p. 173).


As a public medium, language is conservative. It serves the interests of ‘clarity and consensus’, as Steiner puts it (ibid., p. 205). This feature tends to discourage radical innovation in everyday use and limits to some extent the diversity and uniqueness of individual voices. However, it also extends the communicative and social power of the medium. The use of words evokes historical, social and cultural resonances, embracing the user in a cultural heritage. The contractual nature of language is fundamental in making the learning of one’s first language a major part of the process of socialization. Furthermore, as Steiner suggests, the tensions which we experience between private and public meaning can help to generate vitality in the use of the medium (ibid.).


Although language is a social medium, linguistic usage varies in its conventionality along a continuum (see Exhibit 2.4). Towards the public pole usage tends to be more formulaic; towards the personal pole usage tends to be more idiosyncratic. The more novel the usage, the less the user’s intended meanings will be understood (or, more positively, the greater the scope for interpretation). The more clichéd it is, the more obvious the intended meaning, but the less expressive it can be of any individuality – of any truly personal meaning. Personal resonance fades as transparency of meaning increases. What may feel like ‘spontaneous self-expression’ can so easily be little more than glib banality. Because we are dynamic beings, even our own formulations can rapidly become personal clichés, so that constant reworking is necessary for them to feel truly our own.
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Exhibit 2.4: Conventionality of linguistic usage

Dismissing the extreme Whorfian position of language as a strait-jacket on thought, Joseph Church, a psychologist, adopted a moderate Whorfian stance:

The Whorf hypothesis probably makes sense best when we lack ready-made forms with which to describe an event and so are forced to an original formulation. If such a formulation is beyond our powers, we may be unable to assimilate an experience and as a result either lose it or be forced to live with an uncomfortable, undigested lump of knowledge. Sometimes ready-made formulations offer an approximate fit and we accept these rather than make the effort required for a more precise statement, with a consequent blurring, distortion or falsification of experience... It is... what happens when people talk in clichés and platitudes. (Church 1961, p. 136)

He later added that ‘if the individual thinks in clichés... then his thinking is linguistically determined’ (ibid., p. 157). However, Church does suggest that escape from the influence of language is possible when we make a conscious effort. It is, of course, debatable how often it is possible for us to be so attentive to our use of the medium rather than to our immediate purposes.


Goethe’s jocular remark that ‘it is just when ideas are lacking that a phrase is most welcome’ contains a grain of truth. Prefabricated patterns allow us, as it were, to talk or write faster than we think. George Orwell, who insisted (like a Planner) that we ought to treat language as ‘an instrument which we shape for our own purposes’, declared that ‘ready-made phrases... will construct your sentences for you – even think your thoughts for you, to a certain extent – and at need they will perform the important service of partially concealing your meaning even from yourself’ (Orwell 1946, pp. 143, 145). He went on to suggest that to use language so mechanically is to begin to become a machine oneself. However, whilst few of us could be as mechanical as the behaviourist who claimed to have ‘reached a stage where he could rise before an audience, turn his mouth loose, and go to sleep’ (cited in Koestler 1970b, p. 48), in any evolving and coherent discourse – even in poetic usage where one expects (!) some flouting of expectations – that which has not yet been generated must bear some relationship to what has gone before.


Graham Martin has suggested that ‘language disguises both the unsayable and the unthinkable from us’ (Martin 1981, p. 110). And the psychologist and literary critic D. W. Harding, rejecting the early behaviouristic notion that all thought is verbal, saw clichés as obscuring non-verbal thought:

The words we choose (or accept as the best we can find at the moment) may obliterate or slightly obscure or distort fine features of the non-verbal background of thinking. Some people are unaware of this because they speak or write so fluently that thought processes apart from words seem scarcely to occur; the verbal moulds are ready to shape their thinking from the start. The more easily the established (or fashionable) language usages and clichés are accepted, the less evident will be any non-verbal aspects of thinking. (Harding 1974, p. 172)

This neatly suggests that those who deny non-verbal thinking are merely victims of their own clichéd use of language!


Many Romantics experience a sense of the inadequacy of language as a medium for expressing what they mean. Wordsworth, of course, referred to ‘the sad incompetence of human speech’ (The Prelude VI, 593), whilst Jean-Paul Sartre (1956, p. 486) and Jacques Derrida (1976, passim) argued that writers can never manage to say exactly what they mean. The human investment in language may have been at the expense of the development of our sensory – and perhaps extra-sensory – sensibilities. Our very reference to the ‘non-verbal’ reveals our logocentrism. Yet we remain aware of experiences which seem to ‘elude’ language. The verbal description of certain human experiences is widely considered to ‘spoil’ them. Indeed, people often say ‘there are no words to describe how I feel.’ Like any medium, language formalizes whatever it is used for, and the process of formalization transforms experiences. As Edward Ballard put it: ‘Many of the most typical human experiences, such as experiences of introjection, decision, anxiety, insight, self-awareness, self-identity seem in fact to be resistant to precise and literal description even in languages having the richest logical resources. The immediacy characteristic of these experiences (or aspects of experience)... offers nothing to formalize’ (Ballard 1978, p. 213).


Formalization can be seen as both the greatest strength and the greatest weakness of the medium. The generalization which language involves allows us to build and examine ideas. However, we can never put the totality of experience ‘into words’. Whilst extending our ability to categorize, the selectivity of language reduces the particularity of experience. Like any form of mediation, categorization involves ‘highlighting certain properties, downplaying others, and hiding still others’ (Lakoff & Johnson 1980, p. 163).


It is unlikely that there is anyone who has not experienced the frustration of being on some occasion ‘at a loss for words’. All we can say is that ‘I can’t explain’ or ‘I don’t know how to say this.’ Where I feel obliged to use language which I nevertheless find inadequate, I may feel that language is ‘coming between’ ‘me’ and an ‘experience’. The writer Theodore Haecker declared that between the thought of an individual ‘and its fit expression the well-established language stands like an enormous, impenetrable wall’ (Murphy 1979, p. 391). Alternatively, I may feel that I have been lured by language into allowing an experience to be shaped by the words I ‘find myself using’.


Lest such occasional frustrations and literary licence lead me to exaggerate the limitations of language for everyday purposes, it is as well to recall Wilhelm von Humboldt’s confidence in language as ‘the infinite use of finite means’ (Chomsky 1988, p. 379), and that the ways in which speech is used are often more expressive than the words themselves. As an admittedly extreme example, Stanislavsky is reputed to have auditioned actors by demanding the expression of 40 different meanings with the phrase ‘this evening’. We ‘mean more than we say’. And all of us are quite used to ‘reading between the lines’ in speech: in making meanings out of what has not been directly expressed in the words chosen. We are often aware of what has been ‘left unsaid’. Nevertheless, that we are able to say to ourselves that what we have ‘put into words’ isn’t always quite what we meant is a reflection of a widespread acknowledgement of the importance of the non-verbal element in thinking.


James Carey has described language (as many of us are tempted to do) as ‘the fundamental medium of human life’ (Carey 1989, p. 83). And for George Steiner language is our ‘skin of consciousness, a vital cover more intimately enfolding, more close-woven to human identity than is the skin of our body’ (Steiner 1975, p. 110). Jacques Monod has even argued that in evolutionary terms, ‘language may have created man, rather than man language’ (ibid., p. 128). However, in emphasizing language above all other frameworks we should perhaps remind ourselves of the phenomenological perspective that the world is most fundamentally mediated by the body, which we both are and have – which is both subject and object. Words and tools ‘fail us’ at times – indeed it is just at such times that we are most intensely aware of their mediating roles. And on occasions I can experience my body in just this way too: as a medium which is frustrating my intentions. Bernard Toussaint suggests that this ‘may well be the phenomenological basis for the development of the mind-body dualism’ (Gallagher 1986, p. 153). But the body is not simply a medium through which one acts in the world, it is ‘more than a medium’: integral to one’s sense of who and where one is. For Sartre his own body is ‘the instrument which I cannot use in the way I use any other instrument, the point of view on which I can no longer take a point of view’ (Sartre 1956, p. 433).


It is easy to forget that the human body frames the world quite differently from other species, which have, to borrow a phrase of McLuhan, quite different ‘sense ratios’. As Aldous Huxley put it, ‘every animal species inhabits a home-made universe, hollowed out of the real world by means of its organs of perception and its intellectual faculties’ (Huxley 1941, p. 256). Language has, of course, enabled us to shape realities of our own, but like any other animal (and indeed like any medium) the nature of Homo sapiens suits some functions better than others. The body is our only inescapable frame in interpreting the world, and as the fundamental frame, its mediation can never be adequately articulated in language. Van Kaam argues that ‘my body has already invested my world with meaning before I think about this meaning’ (van Kaam 1966, p. 23). However, the body may not necessarily (or not always) be the initial frame. Lakoff and Johnson contest that:

It can be misleading... to speak of ‘direct physical experience’ as though there were some core of immediate experience which we then ‘interpret’ in terms of our conceptual system. Cultural assumptions, values and attitudes are not a conceptual overlay which we may or may not place upon experience as we choose. It would be more correct to say that all experience is cultural through and through, that we experience our ‘world’ in such a way that our culture is already present in the very experience itself. (Lakoff & Johnson 1980, p. 57)

Our experiences even of our own bodies are in part culturally shaped. Adopting a broad historical overview, Walter Ong has argued that the balance of the various human senses is culturally variable. In western cultures ‘the sensorium’ has increasingly moved away from ‘its original oral-aural form to a more visualist-tactile form’ (Ong 1967, p. 235). Like McLuhan, Ong links this shift to changing communications media, in particular to the spread of writing and printing. Of course, within any culture there are variations. As will become apparent from later accounts by various writers, individuals differ in the role which they assign to ‘bodily thinking’, the very idea of which will strike some readers as bizarre. This prompts the reflection that if you and I cannot agree it may very well be because you don’t have the same body that I have!
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The Written Word

Ultimately, what one means to say will always remain incomplete and unsatisfactory when articulated in language. The more important his message the more an author has the feeling of having inadequately expressed it. There is always something more and something different to say in our attempts to say the same thing. That is why it is dangerous to let an author correct his own proofs; he always wants to rewrite the book.

James Edie

As early as 1580, Michel Eyquem, Seigneur de Montaigne was acutely aware that he not only shaped but was also shaped by his Essays (Montaigne 1580, Bk. II, 18, p. 561). He anticipated by four hundred years not only Roland Barthes’s observation that we do not write, so much as we are written, but also Jacques Derrida’s stance that our writing is beyond our complete control, noting that ‘the work, by its own force and fortune, may second the workman, and sometimes out-strip him, beyond his invention and knowledge’ (ibid., Bk. III, 8, p. 746). The book was not only beyond the author’s control, but beyond his complete understanding. Montaigne seems to me to be our greatest phenomenologist of the act of writing – and particularly, perhaps, of ‘appearing in print’.


Whether or not, four hundred years later, we are conscious of a dependence on the written word, in a literate society we cannot avoid being influenced by its ubiquitous presence. Walter Ong (1982) has emphasized that precisely because we are surrounded by the written and printed word we tend not to be conscious of how it frames our thinking. For much of the time it is effectively transparent. James Joyce’s coinage ‘abcedminded’ could describe all literate westerners. Freeing ourselves of the unconscious bias of the visible word in our understanding of the making of meaning is probably far more difficult than we can imagine. Ong argues that: ‘Without writing, the literate mind would not and could not think as it does, not only when engaged in writing but normally even when it is composing its thoughts in oral form. More than any other single invention, writing has transformed human consciousness’ (Ong 1982, p. 78). The danger of extreme Whorfian determinism is encountered in such arguments. However, the written word does make possible communication with the dead and the distant – and as such is a medium unique to our species. And from its first appearance it has supported and stimulated the development of ideas. Furthermore, widespread metaphors of mind do show that the visible word has had considerable influence on conventional ways of describing the mind in literate cultures.


The importance of the written word in modern society can hardly be doubted. ‘Put that in writing’ we say when we wish to give special status to certain utterances. When a writer chooses to write something (as opposed to achieving ‘the same’ purpose in another way) the medium of the written word frames what is written within cultural conventions of media usage. More actively, an idea is transformed by being written. One’s purposes may be influenced by the use of particular tools (hence my caution regarding whether one’s purpose is precisely ‘the same’ when using another tool). When we choose to write for the obvious advantages of the written word we must also submit to its constraints: as with any medium, writing extends certain possibilities whilst restricting others. This may require us to make compromises when using writing rather than the most obvious alternative, speech (or vice versa).


Since the focus of this book is on ‘heavy users’ of writing (who also write to publish), it may perhaps be useful at this point to consider briefly how writing is routinely used by the population in general. In one small-scale British cross-sectional study (Griffiths & Wells 1983) it was found that the most frequent type of writing was that done for oneself (nearly 65% reported doing this at least once a week; nearly 75% every month). This writing consisted mostly of lists, notes and plans; extended personal writing was much rarer. Whilst nearly 75% also wrote to colleagues at least once a month, only about 50% did so weekly. Nearly 70% wrote to family or friends at least once a month; just over 40% weekly. Much of this was message writing. Very little writing was done where there was little social pressure or practical requirement to write. The writing of extended prose tended to be associated with those having higher educational qualifications; ‘the habit of using a pen to think with’ was found primarily amongst those who saw writing as an essential part of their occupations. Finally, a substantial percentage of those sampled expressed their dislike of writing (25% of all men, 30% of working class women and 15% of middle-class women).


Writing serves a multiplicity of purposes in everyday life: ‘communication’ is only one of the reasons why people write. For instance, like speech, writing also has what linguists call a phatic function: maintaining rapport between people. The primary reasons for which adults employ writing in everyday life include:

•
to communicate something (e.g. by memo or letter)

•
to ‘keep in touch’ (e.g. by letter)

•
to record facts, thoughts or feelings (e.g. as a memory aid, as an



emotional release or for posterity)

•
to clarify ideas or to plan

•
because it is required or expected (e.g. postcards, forms)

•
for its own sake (e.g. calligraphy)

Whilst there is no substitute for the last two purposes, functional alternatives do exist for the rest. Where distance is a problem, it may be possible to communicate or simply keep in touch using the telephone, and of course many people do. Alternatively, particularly where distance makes long telephone calls impracticable, one may send audio recordings by post. To record ideas, it may also be possible to use audio tapes. However, few people use audio recording for these functions, largely because writing is more convenient. Where people wish to clarify ideas or to make plans they may simply reflect on them, tell other people about them, or discuss them. In all of these cases the medium of writing frames the activity in a quite different way from the alternatives.


Exhibit 3.1 offers a basic list of some possibilities which may be extended by writing, others which may be reduced (compared with direct or recorded speech) and a few of the (sometimes contradictory) emotional resonances with which writing can be associated. Extensions and reductions are not necessarily advantages and disadvantages: this is entirely dependent on particular situations and purposes. The importance of such factors points to the obvious limitations of generalizing about the functions of writing in isolation from particular social and cultural contexts. However, for the moment, I will focus primarily on a few broad characteristics of the medium (which may influence as well as serve particular purposes). In comparing writing with other media, commentators on the spoken word such as Ong (1982) typically discount tape-recorded speech, but here I have not included extensional features of writing such as durability and autonomy, since speech recorded on audio tapes can be as durable and autonomous as writing. Most of the terms are self-explanatory; some will be discussed in the following text. ‘Graphicality’, not discussed here, refers to writing in the broad sense of making marks (which may include graphic images as well as words).

Purposes
Extensions
Reductions
Resonances




To communicate
pausability
rapidity
weight



scanability
situatedness



explicitness



graphicality

To keep in touch
scanability
immediacy
sincerity



graphicality
dynamism
formality




interactivity




situatedness



To record
explicitness
tacitness
privacy



spatial fixity
temporality
consciousness



scanability
linearity



graphicality





To clarify
scanability
spontaneity
detachment



comparability
tacitness
discovery



explicitness

organization



malleability

analysis



graphicality
Exhibit 3.1: Some transformational features of writing
Writing and mediation

A written table itself, of course, extends disjunctive categorization and ‘objectivity’ and reduces a sense of subjective continua – so readers may, for instance, argue about the extent to which writing in general is less ‘situated’ than ‘live’ speech and action, or about whether poetic writing in particular is any less ‘tacit’ than such experiential modes. Here in print I can do no more than note that no clear distinction is intended. But as the very existence of Exhibit 3.1 demonstrates, writing is not simply ‘speech written down’. Jacques Derrida (1976 & 1978) has criticized a romantic and ‘phonocentric’ tendency among linguistic and literary theorists to value speech over writing, Homo loquens over Homo scriptor (though one might add that the ‘scriptism’ of cultural élites in modern urban societies should perhaps be as open to criticism). Derrida’s ‘deconstructionist’ stance highlights the emotional resonances of these media. In any academic discussion of the spoken and the written word Romantics may reveal some sense of loss or longing for existence in a pre-literate culture, whilst rationalists may champion writing as ‘the technology of the intellect’ (Goody 1987, p. 255).


Rationalistic commentators such as David Olson (e.g. 1977, 1986) stress clear distinctions between the nature of speech and writing, and even the linguist Walter Nash, who grants substantial overlaps, notes that ‘the different media of writing and speaking bring different devices and perceptions into play’ and considers that ‘the media are essentially distinct, and each has its own possibilities which cannot be developed or reflected in the other’ (Nash 1971, pp. 15-16). Ong argues that ‘the written medium simply will not tolerate all of what actually goes on in oral speech. It has rules. If you cannot fit what you want to verbalize into the rules of writing, you are obligated not to write it’ (Ong 1967, p. 116). However, as I have already noted, the Whorfian perspective does not limit a sense of constraint in verbal expression simply to the written word. I will go no further here than to suggest that it may be useful to think of writing taking further, or building upon, certain tendencies in spoken language.


Francis Bacon observed that writing makes ‘an exact man’ (‘Of Studies’, 1625). Visible language requires any writer who wishes to be understood to be clear and explicit, since, however active a reader’s negotiation with the text may be, the only response from a text is to ‘return the same answer over and over again’ (Plato, in Hamilton 1973, p. 97). In conversation much of what is understood may not be explicitly articulated at all: it is ‘situated’ – embedded in the social situation. Where we are not sure what someone means in conversation we may immediately ask: an option rarely open to us with printed texts, at least. In this context, one often encounters an application of the extreme Whorfian stance of ‘untranslatability’ to ‘translation’ between the media of speech and writing. For instance, referring to non-verbal cues, Colin Cherry argues that ‘if speech is literally transcribed into print, a great amount of information is lost’ (Cherry 1966, p. 79). Such observations suggest a phonocentric perspective, since one might talk of ‘loss’ (and compensation) in either direction. It is important to be aware of substantial overlaps of function between ‘live’ speech and writing. Written signs and labels (such as ‘pull here’ and ‘this way up’) are sometimes situated in this way. And the making of meanings with less-obviously situated written texts is also shaped by many contextual cues. For instance, readers’ expectations are guided by multiple categorizations of a text (as a printed text... as a book... from a university library... an academic book... in the literature section... on literary theory... recommended to me by... by the author of... with a preface by... And so on.).


Whatever similarities there may be between the written and the spoken word, for the writer the experience of the act of writing is nevertheless quite different from the experience of speaking. Since much of what we know is ‘tacit knowledge’ which is not normally conscious and explicit (Polanyi 1969), the deliberate and conscious elaboration of intended meanings which writing for others typically requires can support in the writer a heightened sense of detachment or ‘distance’ from the physical context of lived experience. For highly literate romantics ‘committing oneself to print’ may deepen a sense of linguistic framing. There are, however, some people who feel more at home in writing than in speech. For instance, A. C. Benson felt that in letters and books he felt ‘more myself... than in personal relations, which always seem less real to me – because, like all shy people, I tend to adapt myself too much to my company’ (Murphy 1979, p. 529). Even Montaigne, who claimed to prefer speaking to writing but who was similarly aware that he adapted himself freely to his company, remarked that ‘many things that I would not confess to any one in particular, I deliver to the publick; and send my best friends to a bookseller’s shop, there to inform themselves concerning my most secret thoughts’ (Montaigne 1580, Bk. III, 9, p. 781).


Cynthia Ozick, an American novelist, preferred to be ‘interviewed’ for the literary magazine The Paris Review by typing rather replying orally to the questions which were posed orally by the interviewer. She was, in the words of her interviewer, ‘concerned that her spoken words would later betray her in print’ (Plimpton 1988, p. 197), a common concern of literary writers. The Paris Review interviews are normally tape-recorded and then transcribed, and many of the writers interviewed liked to edit the transcripts. But Ozick felt strongly that ‘the taped voice is... false to life’ (ibid., p. 198). She commented that the method employed for her interview did not interfere with spontaneity since she typed very rapidly: ‘The difference is that the sentences are more coherent than speech allows... I can’t be responsible for the looseness and even wildness of talk. Not that this way of talking has been without its wildness! In fact, there may be something excessively open here: a sinister kind of telling-too-much. One thing I’ve learned. Speech is far more guarded than talking through one’s fingers’ (ibid., p. 221). I too feel that writing ‘says more about me’ than speaking ever seems to do, and yet this notion is counter-intuitive to people who regard writing as more ‘artificial’ than the ‘naturalness’ of speaking. In the case of professional literary writers it is, of course, hardly surprising that they often have a bias towards the written word.


Some theorists associate the ‘closure and individuation, distanciation and abstractness’ of writing and print with ‘the masculine side of the human psyche’, whilst oral interaction is associated with the feminine dimension (Farrell 1991, p. 197). Others see the spread of script and print as intimately associated with the mind-body dualism which characterizes modern western epistemology (El Saffar 1991, p. 182), a dualism which has been interpreted as part of a stereotypically ‘masculine’ mindset (Easthope 1990, p. 52). Such vast and complex psycho-historical themes are far beyond the scope of the current exploration, but it is important to be aware of their existence insofar as they contribute to the resonances which individuals may associate with the media concerned.


That writing (and, even more strongly, print) make the word tangible and manipulable is, of course, one of the advantages of the visible word: texts become examinable objects in the physical world in a way that spoken utterances (without technological support) cannot. As the Latin tag put it, ‘Words fly, the written remains’ (verba volant, scripta manent). A historian told me that for him, writing is a way of ‘capturing a fleeting thing’. It allowed things to be put into a form that you could ‘sit and look at for a little bit longer.’ It helped ‘in examining the nature of the proposition or... the observation’ (Chandler 1992c, p. 215). When we can see what is said we can ‘look things up’ and ‘scan’ texts to check or compare them. Written tables enable us to explore the relationships between items. An early encounter with books reportedly led one West African to the revelation that ‘the marks on the pages were trapped words... The ink of the print trapped the thoughts’ (McLuhan 1964, p. 84). When words are ‘frozen’ in writing we can ‘see where we are’, and can browse and pause without effort wherever we choose. Print in particular locks words into a tidy orderliness which contributes to its ‘authority’. This capability of freezing words as signs and structures in space is at least potentially supportive of the extended deconstruction of experience and the manipulation and organization of its description. Freud’s advice to a colleague for exploring ideas was to ‘write it, write it, put it down in black and white... get it out, produce it, make something of it – outside you, that is; give it existence independently of you’ (Riviere 1958, p. 49).


The American philosopher Sidney Hook offered an illuminating comparison of his experience of writing about ideas with that of talking about them:

I’ve had the odd experience often of not being aware of having a fresh idea or even any idea until I begin to talk. Even more often I find that I have to sit down to write in order to have my ideas flow. If I simply think without writing, I get an idea and mull over it, but I don’t develop it sequentially or consecutively. When I sit down to write, the writing seems to open, what should I say, the sluices of my mind. I find it much easier to develop ideas, fresh ideas, writing than I do when speaking. When I speak, I can elaborate an idea at length or in depth, but the ideas don’t give birth to each other even when they follow each other. But when I write, there is more of a ladder to my thoughts; they seem to follow from each other and not merely after each other. (Rosner & Abt 1970, p. 293)

Hook reported doing very little revision of his philosophical writing. Indeed, he said that ‘once I make a first draft, I can’t depart from it too much... I seem to be too much a creature of the first strike.’ In this respect, he pointed out, Bertrand Russell was similar, whilst John Dewey would write many fresh drafts from scratch. Which brings me to the issue of revision.

Writing and revision

The sense of ‘capturing' a ‘fleeting experience’ ‘in words’, seems graphically reinforced by feeling able to ‘pin it down’ ‘in writing’ or (more strongly, perhaps) ‘in print’. The sense of feeling able to ‘pin down’ one’s meaning in writing probably comes in part from the malleability of text. Roland Barthes considered that the fundamental difference between writing and speaking is the ability to revise in writing. Speech, he said, ‘is irreversible’: ‘A word cannot be retracted, except precisely by saying that one retracts it. To cross out here is to add: if I want to erase what I have just said, I cannot do it without showing the eraser itself (I must say: “or rather...” “I expressed myself badly”); paradoxically, it is ephemeral speech which is indelible, not monumental writing. All that we do in the case of a spoken utterance is to tack on another utterance’ (Barthes 1977, pp. 190-1).


For writers attempting to describe the world, being conscious of the act of revision may help to develop their awareness of being involved in a process of constructing reality. Richard Lanham argued that ‘we make a reality, polish, remake, keeping faith to something alternately “out there” and in our minds’ (Lanham 1976, p. 23). A need to revise one’s writing may sometimes be reinforced by a Romantic sense of the inadequacy of language for expressing what we mean. Wordsworth referred memorably to ‘the sad incompetence of human speech’ (The Prelude VI, 593). On the other hand, a Romantic concern with spontaneity could also lead to a desire to minimize revision. Romantic literary theory proclaimed spontaneity in expressive writing to be a mark of sincerity, of truth to feeling.


A brief discussion of Wordsworth’s attitudes and practices may be worthwhile here. In the ‘Preface to Lyrical Ballads’ (1800 & 1802), Wordsworth suggested, in what has become a well-known phrase, that the writing of ‘all good poetry’ involves ‘the spontaneous overflow of powerful feelings’ (in Bloom & Trilling 1973, pp. 596, 608). He also noted elsewhere the need for an epitaph to be ‘instinctively ejaculated... with the freshness and clearness of an original intuition’ (Wellek 1955, p. 139). However, he was not entirely ‘spontaneous’ in his manner of writing and it has been argued that ‘unpremeditated’ was not his meaning (Magnuson 1978). Although Wordsworth repeated within the same essay his reference to the ‘overflow of feelings’, he modified it the second time using another famous phrase: ‘It takes its origin from emotion recollected in tranquillity; the emotion is contemplated till by a species of reaction the tranquillity gradually disappears, and an emotion, kindred to that which was before the subject of contemplation, is gradually produced, and does itself actually exist in the mind. In this mood successful composition generally begins, and in a mood similar to this it is carried on’ (Bloom & Trilling 1973, p. 608; my emphasis). For Wordsworth writing poetry involved a deliberate evocation of a past emotion. ‘Overflow’ in the act of writing proceeded from prior reflection. Replying to a friend who had been discussing the matter, Wordsworth wrote: ‘Do you simply mean, that such thoughts as arise in the process of composition should be expressed in the first words that offer themselves, as being likely to be the most energetic and natural? If so, this is not a rule to be followed without cautious exceptions. My first expressions I often find detestable; and it is frequently true of second words as of second thoughts, that they are best’ (Stone 1967, p. 128). Such observations are not incompatible with extensive revision of a text so produced: Dorothy Wordsworth’s Journals reveal that her brother engaged in long and arduous revision of his poems. I should add that Wordsworth’s literary theories may not be an ‘ideal’ example of Romanticism, since it has been suggested that they are rather ‘ambiguous or transitional’ (Wellek 1955, p. 149). 


As for other Romantic writers, in his ‘Defence of Poetry’ Shelley declared that ‘when composition begins, inspiration is already on the decline’ (Bloom & Trilling 1973, p. 758). Nor could the intensity of inspiration be sustained for anything longer than a short poem, argued John Stuart Mill (Abrams 1953, p. 136). And once words were on paper many Romantic writers engaged in major revision. The manuscripts of Keats and Shelley are heavily corrected (ibid., p. 214). And Coleridge wrote that in some poems ‘every line, every phrase, may pass the ordeal of deliberation and deliberate choice’; it was ‘arduous work’ (Stone 1967, p. 128). In the light of such observations, revision to get closer to what one means is not as discordant with the Romantic tradition as it might at first appear.


A Romantic concern with truth to feeling persists amongst contemporary literary writers. The poet John Ashbery said: ‘I like the idea of being as close to the original thought or voice as possible and not to falsify it by editing’ (Plimpton 1987, p. 198). Similarly, the novelist and playwright Thornton Wilder believed that writing ‘should emerge as immediately, as spontaneously, as undeliberately as possible’ (Cowley 1958, p. 107). However, he pointed out that minimal and maximal revision can be involved in the same piece of writing: ‘I forget which of the great sonneteers said: “One line in the fourteen comes from the ceiling; the others have to be adjusted around it.” Well, likewise there are passages in every novel whose first writing is pretty much the last. But it’s the joint and cement, between those spontaneous passages, that take a great deal of rewriting’ (ibid., p. 96).


Embracing spontaneity may be related not only to ideological allegiances, but also to personality factors. Psychologists have linked spontaneity in writing with those oriented towards extraversion, intuition, feeling and perceiving (Jensen & DiTiberio 1984 & 1989) and also with low self-monitoring (Galbraith 1992). Even age has been implicated, a spontaneous style being regarded by one commentator as more typical of the under-40s. Elliott Jacques, a psychoanalyst, argued that at least among major writers (and other artists) there is often a middle-age transition (around the late 30s) from a spontaneous, intense, unconscious or precipitative approach to a more ‘sculpted creativity’. Typical examples of the creativity of early adulthood were Keats, Shelley and Rimbaud: ‘Most of the work seems to go on unconsciously. The conscious production is rapid, the pace of creation often being dictated by the limits of the artist’s capacity physically to record the words’ (Jacques 1970, p. 41). Writing may be treated merely as ‘a vehicle for the immediate recording of unconsciously articulated products which are brought forward whole and complete – or nearly so’ (ibid., p. 43). A reduction in spontaneity may be partly a matter of the development of self-criticism with experience. The novelist and playwright Irwin Shaw reported that as he got older ‘the variety of choice increases. There used to be only one sentence to write. You wrote it and it was good and you let it stay. As you grow older and more experienced you find that where you had one sentence before, you have thirty possibilities and you have to stew to find the best’ (Plimpton 1981, p. 148). However, many writers do not fit Jacques’s pattern: Gore Vidal, for instance, reported moving from detailed pre-planning, when he first started writing, to an improvisational style (ibid., p. 305).


The OED gives the date of the first occurrence in English of the word ‘spontaneity’ as 1651. But the value of writing rapidly without premeditation is championed by Montaigne in his Essays (1580). Despite his mastery of the written word, Montaigne often noted that he preferred speaking to writing. Printing was a relatively modern invention at the time he wrote, the first edition of the Essays having appeared only about a hundred years after the printing of the first book written in French. I think one can feel Montaigne trying to counteract certain features of the printed word which he experienced as constraints. He tells us that ‘those [writings] that cost me the most pains, are the worst of mine; when I once begin to draw it in by head and shoulders, ‘tis a sign that I am not there. I fall to without premeditation, or design, the first word begets the second, and so to the end of the chapter’ (Montaigne 1580, Bk. I, 39, p. 207). He insisted that: ‘I... never review, but very unwillingly, what has once escap’d my pen’ (ibid., Bk. III, 9, p. 764). Elsewhere, he added: ‘I never correct my first by any second conceptions. I peradventure may alter a word or so: but ’tis only to vary the phrase, and not to destroy my former meaning. I have a mind to represent the progress of my humour, that every one may see every piece as it came from the forge’ (ibid., Bk. II, 37, p. 633) (note the anticipation of the Romantics in his image of the forge). Montaigne reported that ‘I should well enough correct an accidental error, of which I am full, as I run carelessly on: but for any ordinary and constant imperfections, it were a kind of treason to put them out... I correct the faults of inadvertence, not those of custom’ (ibid., Bk. III, 5, p. 707). There is a sense here of erasure as a sort of dishonesty. Montaigne hoped that this way of working showed him to his readers as he really was. He continued, ‘Do I not represent my self to the life?... All the world knows me in my book, and my book in me’ (ibid.).


Minimal revision does not, of course, necessarily reflect a writer’s desire to achieve ‘truth to feeling’. It may sometimes be associated with writers assuming that they have a clear picture of the world which they can then record unproblematically in writing. And ‘truth to feeling’ need not necessarily entail minimal revision. Some writers would argue that through revision, they can get closer to what they actually think and feel. The Dominican mystic Meister Eckhart (d. 1327) declared that ‘only the hand that erases can write the true thing.’ And the American author Joyce Carol Oates would agree, since she feels that ‘we are most likely to be most faithful to our convictions when we have had time to contemplate them’ (Plimpton 1988, p. xii). The French literary critic Henri Peyre also felt that ‘writing quickly, for those who have not first thought slowly or steadily... may... entail a lamentable betrayal of what lies deepest within them’ (Peyre 1963, p. 309). One of the historians I interviewed told me: ‘If I operated spontaneously I’d have to admit that I was probably writing bullshit.’ He said: ‘One soon disagrees with the way it’s been written,’ noticeably muting his involvement here with a passive construction. ‘I lack confidence in the validity of what I’m saying.’ Insights are ‘not so good... or maybe not so accessible unless I’ve carefully refined them.’ However, writing could ‘spoil’ a thought ‘because you realize that you don’t actually have the words to put it down as you’ve sensed it’ (Chandler 1992c, p. 216).


Some writers have even felt a need to revise in order to give the impression that the text was written ‘spontaneously’: so rewriting for James Thurber rewriting was ironically ‘part of a constant attempt to make the finished version... seem effortless’ (Cowley 1958, p. 81). Perhaps ‘polishing’ one’s words loses the ‘freshness’ of spontaneity, but freshness of expression may require a rejection of words that ‘come to mind’ too easily. For some writers – particularly poets – revising their verbal formulations may involve a sense of making the words their own. Archibald MacLeish felt that words had to be carefully chosen to reflect the poet’s ‘needs,... passions, feelings’. In the process of choosing, ‘You make them yours – spoken with your breath... To make a word your own is a year’s labour – maybe a life’s’ (Plimpton 1981, p. 42). He was pleased for his poems to sound as if they had come in a rush, but only one had done so (ibid., p. 43). James Merrill declared that ‘the words that come first’ when he wrote were ‘anybody’s, a froth of phrases, like the first words from a medium’s mouth. You have to make them your own’ (Winokur 1988, p. 157). And Paul Valéry, who delighted in ‘endless reworking’, observed that ‘the spontaneous, even when it is excellent... has never seemed to me to be sufficiently mine’ (Valéry 1933, pp. 32-3). Elsewhere, he wrote that an utterance that is ‘spontaneous, painless’ is therefore ‘fatherless’ (Burnshaw 1970, p. 71). He was also dismissive of the associated Romantic obsession with ‘sincerity’ (Peyre 1963, p. 157).


A writer’s sense of a need for revision may have a ‘social’ dimension. I referred earlier to Lévi-Strauss’s notion of bricolage as a dialogue with one’s materials. As a writer one may experience revision as a kind of dialogue with oneself. This is perhaps most clear when revising an earlier published version of one’s own text. For the linguist Deborah Cameron, ‘one of the bonuses of revising a book, as opposed to writing it the first time’ is that ‘instead of constructing an imaginary audience, you can engage in dialogue with a real one. Of course, you also find that you are in dialogue with your (former) self’ (Cameron 1992, p. ix). Offering a more obvious social reason for revision, Erica Jong suspected that for those of her poems which had been rewritten many times ‘it was just a way of avoiding sending them out’, noting that ‘when you finish something you can be judged’ (Murphy 1979, p. 598).


Related to revising one’s text is reviewing it (which may or may not involve revision). The importance of reviewing one’s evolving text may be in part related to function – to the kind of text involved. In an informal experiment by James Britton (1978) participants wrote short texts invisibly with worn out ball-point pens (on carbon paper) so that they could not be directly and immediately reviewed. Britton found that the need to re-read was felt to be least pressing ‘with the loose structure of expressive’ writing (as in writing a letter to a colleague), stronger in ‘transactional’ (instrumental) writing (such as in writing a research paper) and strongest in ‘poetic’ writing where there was ‘a need to have the whole in view’ (such as in writing a poem). Since this progression differs from Britton’s continuum of categories for language use, a diagram may help to illustrate this particular range (Exhibit 3.2).
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Exhibit 3.2: Functions of writing and the need to review

Elsewhere Britton expanded on these observations:

Scanning back over what has been done, and possibly making alterations... may be quite important... When we wrote letters to an absent member of the team about what we were doing, and when we reported recent experiences in a straightforward narrative, we were able to complete the task with only a few blunders; but when we tried to formulate theoretical principles, even on a topic very familiar to us all, and when we tried to write poems, we were defeated. We just could not hold the thread of an argument or the shape of a poem in our minds, because scanning back was impossible. As we expected, the carbon copies showed many inconsistencies and logical and syntactical discontinuities... So it seems that scanning back is needed to help the writer keep overall control of what he is doing, as well as to make corrections and improvements. (Britton et al. 1975, p. 35)

Sheridan Blau (1983) has questioned Britton’s findings, since in an experiment with student teachers of English (in the USA), he found that invisible writing did not hinder descriptive or narrative writing, and even seemed to assist the writing of poetry: ‘The invisibility of the words they were writing apparently forced the writers to give more concentrated and sustained attention to their emerging thoughts than they ordinarily gave when composing with a working pen or pencil’ (Blau 1983, p. 299). Some of Blau’s students reported that the technique actually assisted their fluency by preventing them from editing as they composed, and served to focus their attention on developing their ‘line of thought’. Blau himself points out, however, that tasks were limited to 10 minutes and texts were short. And he admits that less ‘personal’ invisible writing might be more problematic. It is possible that some inexperienced writers who edit as they write may benefit from postponing such behaviour (though some very successful professional writers also use this bricklaying strategy). Blau’s observations are not, of course, a refutation of the value of review and revision in any kind of writing. John Gould (Gould 1980; Gould & Boies 1980) found that, for writing ‘routine’ business letters (of up to one page), invisible writing did not significantly affect the quality of the texts, perhaps because in this context review and revision was in any case usually infrequent, local and minimal.


By virtue of being visible, the medium of writing enables those using it to engage in ‘seeing what they mean’ and to reshape it through what is significantly referred to as revision. This is, of course, only a potential rather than a requisite use of the medium: despite the importance assigned to ‘revision’ by many authors and educators, in society at large relatively few of those who write engage regularly in major revision of their writing (as Gould’s studies of business writing confirm).

The death of completed texts

Some writers of substantial books have referred to such texts as companions during their evolution. For Winston Churchill, ‘writing a long book is like having a friend and companion at your side, to whom you can always turn for comfort and amusement, and whose society becomes more attractive as a new and widening field of interest is lighted in the mind’ (Murphy 1979, p. 596). Nearing the end of his writing of a novel, John Steinbeck expressed a profound sense of parting: ‘In a short time that will be done and then it will not be mine any more. Other people will take it over and own it and it will drift away from me as though I had never been a part of it. I dread that time because one can never pull it back, it’s like shouting good-bye to someone going off in a bus and no one can hear because of the roar of the motor’ (Plimpton 1977, p. 199). For such writers the completion of a text is a final parting, not always from the text as a ‘companion’ but as an ‘offspring’ or part of themselves. Stephen Spender felt that those of his poems which had been anthologized a lot ‘do not belong to me’: he could not return to them to revise them (Plimpton 1985, p. 71). An old Navaho woman was reported as saying: ‘Separate the word from the body. That’s death’ (Bowers 1988, p. 82). Compared to face-to-face speaking, writing separates words from the bodies of those who utter them. Print and publication deepen this sense of separation. Phonocentric as this perspective may be, in the Romantic tradition writing is a matter of life and death for the writer: during its generation a text is experienced as very much a living part of the writer, but it starts to die as soon as it leaves the writer’s hands.


Literary writers frequently refer to the death of their texts. The novelist William Gass said ‘As soon as I finish something, it’s dead, so my writing a preface about it, as I’ve just done, is very hard’ (Plimpton 1981, p. 274). John Steinbeck reported that his sorrow at the parting did not last: ‘I truly do not care about a book once it is finished... The book dies a real death for me when I write the last word. I have a little sorrow and then go on to a new book which is alive. The line of my books on the shelf are to me like very well embalmed corpses. They are neither alive nor mine’ (Steinbeck 1969, p. 89-90). Regarding even the writing and sending of letters, Virginia Woolf (in Jacob’s Room) wrote that: ‘To see one’s own envelope on another table is to realize how soon deeds sever and become alien. Then at last the power of the mind to quit the body is manifest, and perhaps we fear or hate or wish annihilated this phantom of ourselves, lying on the table’ (Murphy 1979, p. 398). Here I think Woolf is alluding to the frozen character of the written word; apart from the writer, the letter cannot be revised. And as a dynamic being she is no longer the person who wrote it, no longer part of her text. The terms in which she expresses this are, of course, profoundly dualistic. In similarly dualistic terms the poet Joseph Brodsky reports that: ‘It’s a maddening thing in itself to look at an old poem of yours. To translate it is even more maddening. So, before doing that you have to cool off a great deal, and when you start you are looking upon your work as the soul looks from its abode upon the abandoned body. The only thing the soul perceives is the slow smoking of decay’ (Plimpton 1988, p. 378).


The notion of death in stages is common in primal cultures, where what Westerners would consider a ‘dead’ animal or tree might for some time be regarded as still in the process of dying. There is something of this primal notion in the feelings of many writers about the death of their texts. In writing for publication the process of parting from one’s text may be experienced as a kind of death in stages – such as handwritten draft, typescript, proofs, published print and perhaps subsequent editions or translations. Archibald MacLeish said that he found that poems which he had just ‘finished’ were initially ‘still malleable’ (even needing to ‘ripen’) but that there came a stage at which he could notice ‘the stiffening of the corpse’ (Plimpton 1981, p. 45). Lawrence Durrell said of his writing that ‘By the time the thing is [completed] in typescript, it is really with physical nausea that I regard it. When the proofs come back I have to take an aspirin before I can bring myself really to read it through. Occasionally when I’m asked to correct or edit a version, I always (sic) ask someone to do it for me’ (Plimpton 1963, p. 270). Similarly François Mauriac reported: ‘I only reread my books when I have to in correcting proofs. The publication of my complete works condemned me to this: it is as painful as rereading old letters. It is thus that death emerges from abstraction, thus we touch it like a thing, a handful of ashes, of dust’ (Cowley 1958, p. 42). As the more emotional of Steinbeck’s observations made clear, the release of a text to readers can further intensify the writer’s sense of its separateness. Evidently, as Rumer Godden declared, ‘for a dyed-in-the-wool author nothing is as dead as a book once it is written’ (Murphy 1979, p. 596). The death of the text – gradual or sudden – is strongly felt by many literary writers at least. The intensity of these feelings is probably surprising to many of my own readers. I was myself surprised to find so many writers interpreting their experiences so consistently in these terms. The phenomenon is evidently important. It is not difficult to see why revision might be seen as a way of putting off the moment of parting or of death.


Academic writers may be more used to revision after publication. Textbooks in particular need to be kept ‘up-to-date with recent developments’. One of the academic lawyers I interviewed felt that his published work was ‘always... open to revision... It’s not the final word’ (Chandler 1992c, p. 399). There was always the possibility of another edition of a book. And then, despite this, and with what seemed to me to me to be some degree of frustration at the relative fixity of the printed word, he added: ‘It should be possible for people to come back and consider again things they’ve written in the past, whether in the form of a book or an article, perhaps revise it, change their minds... I don’t mind being committed, I don’t mind the thing coming out in print and being held accountable for it – that doesn’t worry me. But I think it’s open to any author to say at a later date, I changed my mind, or I got it wrong.’ He stressed the importance of the passing of time: ‘It may be some time before you’re ready to do that. Because one year after you’ve published something it’s perhaps not going to be very obvious what the shortcomings are. And you may have to wait until other people give you their views, or you’ve been able to think about it.’ Printed publications allowed both reader and writer ‘time... to digest the material’ (ibid.).


In contrast to the lawyer, one of the historians I interviewed said that after each one of his books or papers was published, ‘I always hope I’ll never have to do anything to it again.’ In his case, this was because he found writing ‘really unpleasant’ (ibid., p. 222). And a scientist who often enjoyed writing also told me that when a paper was finished ‘all the fun part’s over’: ‘When I finish a piece of work I almost forget about it... I don’t feel any great jump of joy when the reprints come in and I can start distributing them... When I first started I used to get quite excited about it, but now... they go into a file... I suppose it’s because there’re so many other things to do and that work’s finished and really the next piece of work is more exciting and that’s over with’ (ibid., p. 269). Whilst some authors – perhaps particularly Discoverers – express distress in finally handing over their texts for publication, disliking ‘committing oneself to print’ (note that it is one’s self, not one’s words, to which we refer here), many find their final published texts quite alien to them: ‘Did I really write that?’ is not an uncommon reaction to ‘seeing oneself in print’.

Expressive Revision and Instrumental Avoidance
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Instrumental Revision and Expressive Avoidance
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Reasons for avoiding it
To make the writing seem effortless!
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To give it more of a sense of vitality
Because the text seemed to have ‘died’
Exhibit 3.3: Some reasons for revising or avoiding revision
Reasons for revision
It may be useful at this point to review the reasons offered by experienced writers for why they need to revise or for why they avoid it (see Exhibit 3.3). Heavy revision is obviously not simply a matter of ineptitude; nor is avoidance of revision necessarily a matter either of laziness or mastery. I have not included the obvious point that short and simple texts tend to need less revision than long and complex ones. Nor have I included all of the reasons why writers revise texts which have already been published: such as keeping the text up-to-date or responding to criticisms made by others.


As the reasons offered in Exhibit 3.3 clearly indicate, instrumental or expressive purposes alone cannot account for whether people feel a need to revise their texts. It remains to be explained why some individuals seem to need to revise far more than others do.

4

Writing as a Way of Thinking

One of the things I had to learn as a writer was to trust the act of writing. To put myself in the position of writing to find out what I was writing... The inventions of the book come as discoveries. At a certain point, of course, you figure out what your premises are and what you’re doing. But certainly, with the beginnings of the work, you really don’t know what’s going to happen... It’s like driving a car at night. You never see further than your headlights, but you can make the whole trip that way.

E. L. Doctorow

Even amongst ‘heavy users’ of writing, some individuals seem to exhibit a fairly consistent need to revise more than others do. Such differences in the need to revise may be related to an underlying phenomenological orientation of individual writers towards the function of the act of writing. This can be interpreted in terms of a continuum, at the poles of which are: Discoverers, who write to ‘discover’ what they want to say, typically planning minimally and revising extensively; and Planners, who write primarily to record or communicate their ideas, typically planning extensively, executing the plan and revising relatively minimally.


Some writers (in my terms Planners) seem to regard thought as quite separate from the words they use in writing about their ideas (Lowenthal & Wason 1977, p. 781). Planners write primarily to record or communicate what is already clear in the mind. It was surely a Planner who wrote: ‘Let him be kept from paper, pen and ink; So may he cease to write, and learn to think’ (Matthew Prior: ‘To a Person Who Wrote Ill’).


For Discoverers, the act of writing does not simply involve a transcription of ideas which are already clear in their minds: writing is a way of thinking. Cecil Day-Lewis declared, ‘I do not sit down at my desk to put into verse something that is already clear in my mind. If it were clear in my mind, I should have no incentive or need to write about it... we do not write in order to be understood; we write in order to understand’ (Murray 1978, p. 102). Such writers stress a sense of ‘discovery’ of ideas as they write, feeling drawn to the aphorism, ‘How do I know what I think until I see what I say?’ (usually attributed to E. M. Forster – though I have tracked it down only to Graham Wallas 1926, p. 106). Indeed, the American literary writer Joyce Carol Oates adds that writers ‘instinctively’ extend the saying, by asking, ‘How do I know what I said until I have revised it?’ (Plimpton 1988, p. xii). Planners tend to find such notions nonsensical, being more conscious of setting goals (language rejected by Romantic Discoverers as inapplicable to their experience of writing). I will explore here several aspects of ‘discovery writing’.

Dimensions of discovery

This book involves an attempt to map the ways in which the act of writing is framed by publishing writers. Since the actual words used in descriptions of experience are often richly revealing I make no apology for the extensive use of direct quotation. As the Whorfian perspective suggests, nuances are lost in paraphrase, and the use of the original words may allow readers to notice significant subtleties which I have not pursued. Whilst reference will be made to academic writers, many of the reports of discovery writing offered here are those of literary writers (though not all literary authors experience writing in this way). References abound in particular to poets as Discoverers. T. S. Eliot asserted that a poet ‘does not know what he has to say until he has said it’ (Burnshaw 1970, p. 48). And the philosopher Richard Rorty declared that we think in particular of poets and painters as being ‘not sure of what they want to do before they have done it’ in contrast to scientists (Rorty 1987, p. 39). From such observations one might expect discovery writing to be more extensive and perhaps more important in literary writing than in other kinds of writing.


However, there are many examples of discovery writing outside the literary field. Indeed, in an important study of nine leading scientists in the field of biochemistry, Jone Rymer has found that in writing journal papers many of these scientists ‘plan little and revise endlessly’. Only two of the nine claimed that discovery played no part in their writing of journal papers: and one of these admitted that discovery did play an important part in outlining papers (which he had not seen as part of the writing). Rymer argues that like other writers, senior scientists can be situated anywhere on the Planner-Discoverer continuum:

At one extreme are scientists who do their research with only vague notions about ensuing publication. The most radical among them may work without clear hypotheses – so that their fellows sometimes disparage them as ‘the data collectors’. While engaged in experiments, these researchers consider the potential meanings of the results, but by the time they sit down to write, they typically have much left to interpret and explain; often they must begin by stating – for the first time – the hypotheses they supposedly set out to prove. Some of these writers... discover the meaning of the research in the process of writing itself, typically by developing their ideas through several revisions of the text. (Rymer 1988, p. 239)

Rymer’s study offers the first substantial evidence that some scientists are what I call Discoverers.


Some of the claims of discovery by writers are far more dramatic than others, and the most dramatic claims seem to be found amongst literary writers. Perhaps the most extreme is that of discovering what the writing itself intends to say (Donald Murray 1980, cited by Faigley et al. 1985). For Paul Valéry the ‘inner labour’ of the poet ‘consists less of seeking words for his ideas than of seeking ideas for his words and paramount rhythms’ (Valéry 1953, p. 118). Lewis Carroll wrote of his ideas for Alice that: ‘Whenever it comes, it comes of itself. I cannot set invention going like a clock, by any voluntary winding-up; nor do I believe that any original writing (and what other writing is worth preserving?) was ever so produced’ (Harding 1942, p. 96). The modern novelist Russell Hoban echoes this dismissal of writing as mechanical unwinding: ‘I’m not in the business of making clockwork novels which go from A to B when you wind them up. I’m at the service of the material that enters me. It takes me where it wants to go, and I might not know why I’m going there’ (Haffenden 1985, p. 132). Evidently there is amongst some literary writers a sense of being used by language.


Writers sometimes feel that the ideas for what they finally write have existed in their entirety prior to their conscious awareness of them, awaiting discovery. John Irving said, ‘I feel the story I am writing existed before I existed’ (Plimpton 1988, p. 418). Retrospectively, someone may say that ideas were ‘in the back of my mind’. For the novelist Alan Garner, ‘there is always the feeling that the book exists already’ (Garner 1977, p. 198). And Edward Albee reported that ‘To a certain extent I imagine a play is completely written in my mind... without my knowing it, before I sit down to write. So in that sense, I suppose, writing a play is finding out what the play is’ (Plimpton 1967, p. 341). It is understandable that such accounts smack of mysticism to those whose experience of writing is quite different.

Inspiration

The notion of inspiration (literally, breathing something in) is ‘the oldest, most widespread, and most persistent account’ of literary invention (Abrams 1953, p. 189). Key features of the experience are said to be: the sudden and unanticipated appearance of ideas; a bypassing of any deliberate intention on the part of the writer (the writing is often said to be ‘involuntary’); considerable automaticity in the act of writing; and a sense of surprise at what is produced (ibid.). In terms of resonance, it is worth noting that some commentators have seen the notion of the writer as receiver as associated with a feminine stereotype (Still & Worton 1990, pp. 5, 31-2).


Writers, of course, often say of an idea that ‘it came to me’, and may add, ‘out of the blue’ (presumably from the sky). Flaubert declared that ‘one does not choose one’s subjects, they force themselves on one’ (Harding 1942, p. 17), and even the modern novelist Joseph Heller similarly felt that ‘subjects choose me and techniques choose me’ (Ruas 1986, p. 174). The French poet Lamartine reported that ‘it is not I who think but my ideas who think for me’ (Burnshaw 1970, p. 49). Discovery in this sense seems to deny the writer’s actively ‘creative’ role, suggesting that the writer has little or nothing to do with the words and ideas. Paul Valéry observed caustically that ‘inspiration is that hypothesis that reduces the author to the role of observer’ (ibid., p. 71). Spontaneous inspiration is, of course, associated most intimately with the Romantics. Some Neo-Classical writers did accept the existence of inspiration, but tended to limit its scope (Abrams 1953, p. 191); to Alexander Pope, ‘True ease in writing comes from art, not chance.’


Some writers stress an initial need for passive receptivity or openness to such ideas (see Koestler 1970a, p. 319; Burnshaw 1970, pp. 53-4). Rudyard Kipling declared: ‘When your Daemon is in charge do not try to think consciously. Drift, wait and obey’ (Cowley 1958, p. 19). Sidney Dobell, a nineteenth century poet, wrote that he felt himself to be ‘a receiver, an instrument, a mouthpiece’ (Harding 1942, p. 14), and the modern American novelist John Irving declared that ‘a writer is a vehicle... I’m just the medium’ (Plimpton 1988, p. 438). Denying that writers can be original, Henry Miller said that ‘everything that we think, exists already, and we are only intermediaries, that’s all, who make use of what’s in the air... The elements that go to make up a poem or a great novel... are already in the air, they have not been given voice, that’s all. They need the man, the interpreter, to bring them forth... He’s only an instrument in a long procession’ (Plimpton 1963, p. 173). Echoing Shelley, May Sarton felt that ‘You cannot write a poem by wanting to write a poem, but only by becoming an instrument, and that means not being knotted up to a purpose, but open to any accidental and fortuitous event’ (Strickland 1989, p. 156).


Such accounts present the writer as transcribing a semi-autonomous text, whether the source is regarded as something or someone ‘beyond’ the writer (as early accounts suggested), or ‘within’ (as is often suggested by those aware of ‘the unconscious’). Norman Mailer said that ‘Working on Barbary Shore I always felt as if I were not writing the book myself, but rather as if I were serving as a subject for some intelligence which had decided to use me to write the book... I had absolutely no conscious control of it; if I hadn’t heard about the unconscious I would have had to postulate one to explain this phenomenon. For the first time I became powerfully aware of the fact that I had an unconscious which seemed to have little to do with me’ (Plimpton 1967, p. 258-9). Psychologists have also suggested that such descriptions ‘are enough to start one thinking along mind-body dualistic lines’ (Rosner & Abt 1970, p. 383). However, these accounts may simply illustrate the pervasive power of dualism in language.


A psychiatrist reports that most people tend to describe their thoughts as words which they ‘hear’ in their minds (Arieti 1976, p. 47), but some literary writers report writing to the ‘dictation’ of an inner voice over which the writer has little conscious control. ‘Dictation’ is the earliest theory offered to account for experiences of ‘inspiration’ (Abrams 1953, p. 189). One of the most extreme claimants of poetic automatism was William Blake (although automatism was later at its most full-blown in Surrealist practices). Regarding one of his works Blake declared: ‘I dare not pretend to be any other than the Secretary’ (Burnshaw 1970, p. 58), and reported that he wrote his poem ‘Milton’ ‘from immediate dictation, twelve or sometimes twenty or thirty lines at a time, without premeditation, and even against my will’ (Blake 1803). He insisted: ‘I write when commanded by the spirits, and the moment I have written I see the words fly about the room in all directions’ (Abrams 1953, p. 216). Even for Blake writing was far from pure automatism: rough drafts of many of his poems show evidence of a great deal of revision (Burnshaw 1970, p. 58). Keats, Goethe, Thackeray, Dickens, Stevenson and George Eliot all referred at times to material which seemed to come to them from elsewhere (Harding 1942, pp. 14-15). Amy Lowell said of her poetry that ‘the words seem to be pronounced in my head, but with nobody speaking them’ (Ackerman 1990, p. 294). The poet Howard Nemerov referred to copying down words from ‘the Great Dictator’ in his head (ibid., p. 298). Henry Miller said that although he only experienced it rarely, dictation sometimes ‘took over’ (Plimpton 1963, p. 144/171). And the novelist Saul Bellow referred to having had ‘an inner prompter or commentator’ from his childhood days: ‘From this source come words, phrases, syllables; sometimes only sounds, which I try to interpret, sometimes whole paragraphs, fully punctuated. When E. M. Forster said, “How do I know what I think until I see what I say?” he was perhaps referring to his own prompter. There is that observing instrument in us – in childhood at any rate... the primitive commentator’ (Plimpton 1967, p. 184).


Perhaps the most bizarre example of the experience of writing as dictation is that of James Merrill, who claimed to take dictation – as a spiritual ‘medium’ – from dead poets such as W. H. Auden (Plimpton 1985). Some writers harbour a particular respect for material generated by their ‘voices’. William Faulkner once said that he didn’t know what inspiration was (Cowley 1958, p. 121), but he remarked on another occasion that: ‘I listen to the voices, and when I’ve put down what the voices say, it’s right. I don’t always like what they say, but I don’t try to change it’ (ibid., p. 19). ‘Of course,’ said the poet John Ashbery, ‘my reason tells me that my poems are not dictated, that I am not a voyant. I suppose they come from a part of me that I am not in touch with very much except when I am actually writing. The rest of the time I guess I want to give this other person a rest, so that he won’t get tired and stop’ (Plimpton 1987, p. xix). Where writing is ‘dictated’ and the writer acts as a ‘medium’, revision is likely to be minimal. I would therefore not regard prolonged experiences of this kind of writing as typical of Discoverers in my own terms, since for them revision is a central feature of their writing. However, bouts of automaticity are not inconsistent with a general pattern of major revision (as in the case of many Romantic writers).

Writing may lead to writing

Whilst the phraseology of some authorial claims may seem to involve ‘poetic licence’, various phenomena may contribute to a sense of automaticity. In some cases the notion of a text ‘writing itself’ may simply reflect the writer’s intuitive mastery of the craft of writing in a particular genre. John Hersey said of his first novel (which won a Pulitzer Prize) that ‘the book almost wrote itself’ (Plimpton 1988, p. 112). And Robert Graves reported, regarding his historical fiction, that ‘if you only use the main sources, and you know the period, a book writes itself’ (Plimpton 1977, p. 56). Sometimes the writer may be aware of such phenomena as ‘mechanical’ patterns in language, the associative character of words or the constraints of generic conventions.


To a greater or lesser extent the process of writing a text is guided by that which the writer has already written of it. For the experienced writer, an evolving text both limits and points towards further possibilities. The novelist E. L. Doctorow said that ‘the writing generates more writing’ (Ruas 1986, p. 203). A historian told me that ‘the dynamic nature of writing’ meant that what he had written helped further thoughts to evolve (Chandler 1992c, p. 216). Similarly, Peter Wason, a psychologist, felt that ‘words once set down take on a dynamic life of their own’ (Lowenthal & Wason 1977, p. 781). For Bernice Rubens, one of her novels was ‘a book in which one sentence generated the next... In principle, I always write like that’ but this particular novel ‘really discovered itself... I still don’t know what it is about’ (Hartill 1989, p. 35). Similarly, the playwright Harold Pinter said, ‘I follow what I see on the paper – one sentence after another’ (Plimpton 1967, p. 358). Perhaps this phenomenon is in part responsible for writers such as Norman Mailer feeling that ‘a book takes on its own life in the writing’ (ibid., p. 271).


The phenomenon of automatic writing is not confined to literary contexts. Scientific reports are sometimes said to ‘write themselves’: in that their largely formulaic structure can be ‘filled in’. The notion that such routine scientific texts ‘write themselves’ may sometimes function as a way of suggesting that the use of such forms is unproblematic, an assumption which will be questioned in Chapter 5. Sometimes the flow of words does seem to help to generate ideas even in science. One eminent scientist admitted: ‘I don’t really know what’s going to come out, and I start talking (or writing) and then the ideas sort of form around what I start to say’ (Rymer 1988, p. 242).


Linguistic constraints may contribute to a sense of the involvement of something other than the writer’s purposes in the making of a text. The poet Richard Wilbur wrote that: ‘I think inside my lines and the thought must get where it can amongst the moods and sounds and gravitating particulars which are appearing there. Language often evades authorial control. Where writing is not dominated (as it is in science) by an attempt to avoid ambiguity, many of the words and phrases used have complex and subtle overtones which may play an important part in the shaping of meaning. In this sense, a writer ‘may well fail to notice what he has said’ (Harding 1974, p. 188), only gradually becoming more aware of some of these overtones whilst reflecting on what has been written. Such a growing awareness of resonances may be experienced as a discovery. As the psychologist and literary critic D. W. Harding put it, a ‘partial surrender to the seeming accidents of language’ can be ‘a means of discovering and releasing partly-formed ideas and attitudes’ rather than ‘a tool for “expressing” them after previous sifting’ (ibid., p. 191). He suggests that ‘far from serving merely to “express” thought [words] are one of its elements and a constituent part of the total pattern of inner behaviour that thinking is. In fact it may happen that the words finally emerging possess ambiguities or obscurities that preserve features of the inner behaviour denied by the intended statement... and... the manipulation of language may help to create the thought that it seems to “express”’ (ibid., p. 173).

The discovery of meaning

This leads me to the exploration of the claim, particularly widespread amongst literary writers, that writing involves discovering what one means, or thinks. Reporting an experience which many writers would probably recognize, an academic reported that ‘what I actually write is different, subtly or dramatically, from what I thought I would write’ (Mandel 1978, p. 363). But for some writers the discovery of meaning represents far more than this. For the playwright Edward Albee, ‘Writing has got to be an act of discovery... I write to find out what I’m thinking about’ (Murray 1978, p. 101). The British poet Philip Larkin felt that in poetry ‘you’re finding out what to say as well as how to say it’ (Plimpton 1987, p. 175). Another poet, Vassar Miller, observed: ‘I most frequently know what I want to say only in the saying... I have to learn by doing and to write by writing’ (Miller 1966, p. 128). And the American novelist, poet and critic Robert Penn Warren reported that ‘when you start any book you don’t know what, ultimately, your issues are. You try to write to find them. You’re fiddling with the stuff, hoping to make sense, whatever kind of sense you can make’ (Cowley 1958, p. 171). He added, ‘I try to feel towards meanings, rather than plan a structure or plan effects’ (ibid., p. 177; his emphasis). Planners may be forgiven for failing to understand how writers could begin to write without knowing what they were thinking. The psychologist Anthony Storr has offered a useful attempt to explain this claim: ‘Putting things into words... is indeed making conscious what has hitherto not been fully so. By removing what is in our minds from within to ‘out there’, we alter our attitude towards these contents... It becomes an object separate from the person himself, which can be contemplated and studied’ (Storr 1972, pp. 223-4). And I would add that it becomes more susceptible to ‘dialogue’.


One would expect more ‘discovery of meaning’ to be involved in writing literature than in writing a research report. Joan Didion, a writer of both fiction and non-fiction, related discovery in writing to fiction, commenting that, for her, ‘The element of discovery takes place, in non-fiction, not during the writing but during the research. This makes writing a piece very tedious. You already know what it’s about’ (Plimpton 1981, p. 352). However, the discovery of meaning is found amongst academic as well as literary writers. One of the historians I interviewed felt that writing helped him to sort out his ideas. He found it ‘quite difficult to think coherently’, partly because he felt that he had ‘one of those minds that goes off in lots of different directions’, and also because he tended to take on topics which were ‘too cosmic’. It was difficult to think ‘about different aspects of the same thing at one time’, especially when these seemed sometimes ‘like contradictory things’. He needed ‘to try to work out whether this is just the ambiguity [of the phenomena] I’m grasping or [whether] they really are contradictory.’ He felt that in speaking he tended to be less coherent than in writing, where he made ‘a conscious effort to be more logical than I am naturally prone to be.’ He added: ‘I do find writing practically useful in clearing up what I’m thinking at any particular time’ (Chandler 1992c, pp. 215-16). Some writers, he admitted, might say that if one had ‘a logically coherent agenda’ prior to writing, ‘putting it into words shouldn’t affect that.’ But for him, what was creative about the act of writing was that: ‘The agenda will be altered by the process of using words to try to handle the issues and the material. And different things will come to the surface and I’ll realize that I really do want to emphasize something which initially I hadn’t thought needed emphasis – need to sharpen up some points, whereas others I might want to abandon altogether’ (ibid., p. 216). He reported doing a great deal of revision, writing ‘draft after draft’ (ibid.).


An academic lawyer told me that he did not pre-plan his writing: a plan emerged in the course of writing. ‘A very rough kind of first draft format, helps me to sort out my ideas... I do find that process of trying to convey my thoughts onto paper, or... onto a word processor... is very helpful in understanding the subject and constructing ideas, working out theories.’ He made the suggestive observation that ‘I might tend to start writing at an earlier stage than some people.’ An argument was ‘perhaps untested at the beginning... I would have, let’s say, a number of hypotheses or lines of argument in my mind and I want to sort them out and decide which is the best one’ (ibid., p. 242).


Jone Rymer’s work has shown that the discovery of meaning through writing is experienced by some writers in the sciences. One scientist who wrote many drafts reported that: ‘Once one has started to write a paper, it often looks very different from what the raw data suggested to you. Sometimes... you suddenly find that you are, in fact, espousing quite a different doctrine to what you did when you started writing the paper... As I write... I see something in an entirely new light... The act of writing is... where you do analyse your data’ (Rymer 1988, p. 239). Another scientist who had initially denied discovering ideas whilst writing (perhaps under the influence of dominant myths in science), admitted that: ‘Writing forces one to consider and reconsider and ponder, and I guess I have to admit that during the writing one does think more pointedly about what one has done... I remember... incidents where I’m writing and suddenly run into the laboratory and say, “Hey... have you thought about this possibility?”’ (ibid., p. 241). He never outlined or planned on paper before he started to write, and revised heavily (ibid., p. 232). Such evidence challenges the conventional depiction of scientific writing as an unproblematical process of ‘writing up’ findings.


A mathematician I interviewed felt that an important ‘by-product’ of writing was that it helped him to understand better what he thought about a topic. Writing was a way of thinking for him, and ‘because of formulae, etc.’ he would find it difficult to think without it. ‘The act of writing’ helped ‘to expose things that don’t work’, allowing him ‘to clear up any inconsistencies.’ He could do this ‘only by reading it, and sometimes dispassionately from a time-span of a month or so, saying, you know – “This isn’t right!”’ He reported that in writing he had ‘a sense of fossilizing my thoughts, which permits self-criticism over a period of time’ (Chandler 1992c, p. 254). Although for him, discovery of ideas happened ‘away from the pen’, some thinking could not be done away from ‘the visual clues of formulae’. He needed to do ‘a lot of symbol manipulation... There are whole streams of attempts to do things... At this level there’s not much I can do away from the paper.’ He added: ‘There’s a big gulf between the idea and having it in a form with results which can be communicated’ (ibid., p. 253).


The psychologist Henri Tajfel saw the ‘writing up’ of research as ‘the only time I am ever creative’. Before this he might feel that he had a set of ideas ‘by the tail’, but writing was ‘the acid test’: ‘You come up against contradictions, weaknesses and so on which you haven’t noticed before.’ He insisted repeatedly that ‘This is... the time when I really think... I only think when I sit down on my own and write’ (Cohen 1977, p. 315). Another eminent psychologist, Liam Hudson, who reported very extensive redrafting, agreed: ‘Writing is when you come to roost. Anyone who simply scratches out their results and cobbles up a story is, I think, selling themselves short. It seems to me that it is in the process of writing about psychology, when you actually have your finger on the typewriter, that the action really begins’ (ibid., p. 167). Hudson (who reported that he sometimes wrote poetry for pleasure) spoke of the excitement of ‘translating... the literal facts into interpretative prose. Illuminating, intuitive prose’ (ibid., p. 165). He emphasized the unconscious element in writing psychology: ‘Patterns of words come from a part of my mind I have little conscious access to. They seem to appear by some sleight of hand, and the most vivid spring out unbidden’ (ibid., p. 155).


Whilst many scientists have referred to the unconscious element in their thinking (Poincaré is a famous example – see Ghiselin 1952, pp. 33-42), reports of its association with writing in science seem to be quite rare. David Cohen suggested that many other psychologists, as scientists, regard their primary concern as framing hypotheses and analysing results (with which they would associate any creative thinking) rather than ‘writing up’ – a process which few would regard as imaginative (Cohen 1977, p. 148). Imaginative writing in science would be widely regarded by scientists as ‘unscientific’. Whilst Tajfel and Hudson may not be typical of psychologists, Cohen saw an ‘inner tension between the psychologist-as-scientist and the psychologist-as-artist’, and suggested that ‘writing as part of the process of psychological discovery seems... interesting and needs study’ (ibid., pp. 341, 340). Such tensions may well exist for many writers in the social sciences, where the arts and the sciences meet.


What some writers experience as ‘discovery’ must seem more like ‘construction’ or perhaps ‘invention’ to those who have not experienced writing in this way. Belonging to an academic discipline can exert a considerable influence on the shaping of experience. Quite apart from any sense of discovery in writing, even in science research does not always feature ‘discoveries’. For instance, whilst they are a prominent feature in solid-state physics and molecular biology, they are less obviously so in taxonomic botany or biology (Becher 1989, p. 5). But whatever status particular disciplines give or deny to discoveries, researchers have no detailed foreknowledge of the focus, conduct and connection of their own subsequent investigations of a phenomenon. Even where a solution to a problem is foreseen, the path to it is unknown. The plans of researchers can bear little resemblance to maps of the paths actually taken (despite the fact that their genres of published writing tend to imply the identity of plan and route). And regardless of the specialism, it is possible for all academics to experience some element of discovery in their own thinking and writing.


Some writers interpret writing as a process of clarification. For Alan Garner, a novelist, ‘the task is not so much invention as clarification: I must give colour to the invisible object so that other people can see it’ (Garner 1977, p. 198). Of course, as writing proceeds, ideas become clearer. Tennessee Williams declared that ‘a play just seems to materialize, like an apparition, it gets clearer and clearer’ (Plimpton 1985, p. 84). Many writers would accept that they are sometimes more clearly aware of what they think about a topic after having expressed their ideas about it in writing. As words emerge as visible things, the process of clarification which their presence reflects may itself stimulate new ideas. A historian felt that ‘the process of writing represents a progress towards an exact clarification of thoughts and conclusions for myself’ (Lowenthal & Wason 1977, p. 781). Another told me that in the act of writing, ‘You are trying to make clear something that’s there in your mind... You have got to try and work it out.’ It was not a simple matter of executing a clear-cut plan (Chandler 1992c, p. 229). Though he did not see himself as a Discoverer, he agreed that in developing a text ‘you can think of a new way through it. Or you realize that your own argument is actually up the creek and what you’re really saying is something different. And that comes from cutting down and looking over’ (ibid., p. 230). An academic lawyer told me that as he composed a paper he might only have ‘a vague idea’ of what he was going to say. He also reported that ‘some of the arguments actually change in the course of putting them down.’ Occasionally ‘in the act of writing’ he realized that an argument did not ‘hold together’. He also accepted that ‘the effort of writing it down clarifies one’s own thoughts’ (ibid., pp. 234-5). And a political economist noted that ‘only when spelling out thoughts on paper do I become fully aware of the gaps, obscurities and inconsistencies that until then were lurking undetected’ (Lowenthal & Wason 1977, p. 781).

Making connections

Rebecca West declared that ‘I write books to find out about things’ (Winokur 1988, p. 15). Some writers may associate having mentally generated ideas for an evolving text with the physical act of writing itself, perhaps because writing tasks are the main occasion when they generate ideas (at least those of which they are conscious). Writing may be associated with discovery when dealing with something quite unfamiliar (which may involve fresh reading too). Unforeseen ‘excursions’ may be needed. Even with familiar topics, the writer’s attention may be drawn by the requirements of a particular writing task to issues which had previously passed unnoticed. An academic historian felt that writing ‘stimulates ideas and directions of argument which I had not thought of’ (Lowenthal & Wason 1977, p. 781). Writing often involves putting together ideas which the writer had not previously associated. Or as E. L. Doctorow puts it, ‘You bring things together, you synthesize, you connect things that have had no previous connection when you write’ (Plimpton 1988, p. 309). For Robert Frost ‘all thought is a feat of association: having what’s in front of you bring up something in your mind that you almost didn’t know you knew. Putting this and that together. That click’ (Plimpton 1963, p. 30). Sometimes the task may lead the writer to ‘rediscover’ some ‘long-lost’ memory. In such ways, what has been written may be credited with having lead us to discover something about our topic or our opinions on it, and we may feel that we have learned something from our writing. As an academic linguist puts it, ‘“What writers know” is always different when they finish writing a book or article, from when they started. I know from personal experience that formulating ideas in written language changes those ideas and produces new ones’ (Stubbs 1982, p. 53).


For some academics, writing may be their first opportunity to stand back and assess what they have discovered in their research: ‘discovery’ here may represent their first full awareness of its significance. One of the historians I interviewed told me that he had not realized during his research work in the archives ‘just how significant’ one aspect of his topic had been: ‘It’s only when you are actually writing it up that you realize exactly what is happening... I certainly gained understanding by writing it up. I understood that it was significant before but it was only in writing it up that I tried to work out the pattern of that significance’ (Chandler 1992c, p. 229). And another historian commented: ‘For me, literary composition is part of the process of scholarly research and discovery; for only in the course of working out exactly how I wish to present findings in my subject do I finally arrive at the discovery of what I have found out’ (in Wason 1980, p. 133).


In developing a substantial text or a complex argument, or in writing over a long period of time, what one thinks or wants to say may change. In such circumstances, writers may feel that in the process of writing they have discovered what they really think or feel about a topic. Henry Miller reported that ‘Often I put down things which I do not understand myself, secure in the knowledge that later they will become clear and meaningful to me’ (Ghiselin 1952, p. 180). Text revisited over time by the writer is subject to continual reinterpretation by a person who has subtly changed (to some extent as a result of having developed ideas through writing). In this sense writers may feel that they have learnt from what they have written. Reflective writers may feel that they learn from their writing something about themselves. A French literary critic felt that ‘any writer should know’ that ‘the process of writing is a process of self-discovery at least as much as it is one of communication of our ideas to others’ (Peyre 1963, p. 84). Some discoveries one makes in writing may involve an emotional discovery of capabilities which extend one’s sense of identity. James Baldwin described writing as a voyage about which all one knows is that ‘You know you will not be the same person when this voyage is over’ (Murray 1978, p. 101).

Drafting and discovery

The discovery of meaning may be felt most strongly at an initial drafting stage, a ‘creative’ stage which may have a particularly powerful significance for some writers. The novelist Françoise Sagan said: ‘I have to start to write to have ideas’ (Cowley 1958, p. 272). For Bernard Malamud, ‘first drafts are for learning what your novel or story is about’ (Plimpton 1985, p. 157). Where the initial draft involves writing to keep up with racing thoughts and feelings, writers may easily feel that what they have written may be inadequate, only gradually ‘finding the right words’ for what they had originally meant. Some writers report that they have to examine their writing as it proceeds to check its closeness to their meaning: assessing how far it represents what they really believe, its ‘truth’ or its descriptive adequacy. Jean Malaquais said ‘the only time I know that something is true is at the moment I discover it in the act of writing’ (Plimpton 1967, p. 278). This perspective is not confined to literary authors: an academic writer also reported that ‘Until I have written a paragraph, I do not even know whether what I am saying is true. Once it is down in black and white I frequently see that it is not and then I have to ask myself why it is not’ (Lowenthal & Wason 1977, p. 781). In the context of the writing of poetry, the literary critic Monroe Beardsley went further, suggesting that ‘as the poet moves from stage to stage, it is not that he is looking to see whether he is saying what he already meant, but that he is looking to see whether he wants to mean what he is saying’ (Beardsley 1965, p. 299).


The sense of a discovery of meaning is often associated with extensive revision. Elizabeth Hardwick said that ‘I don’t know what I’m thinking about a particular thing until I have some kind of draft. It’s the actual execution that tells me what I want to say’ (Plimpton 1987, p. 130). For her, ‘the struggle seems to be to uncover things by language, to find out what you mean and feel by the sheer effort of writing it down’ (ibid., p. 128). Where revision is rewarding it may be experienced as discovery. Some writers may need to generate several alternative formulations in order to discover the most suitable one. Scott Spencer, a novelist, says, ‘I’m always stuck with the process of writing something through, seeing what I like and what I don’t like, and starting it again’ (Ruas 1986, p. 298).


Extensive revision and a sense of discovery during drafting are not confined to literary writers. An editor of an academic journal on writing, whilst stressing that he did not experience writing simply as ‘an automatic, physical act’ nevertheless agreed that ‘I’m still discovering things to say in the act of writing that first draft’ (in Mandel 1978, p. 364). Even in science, Jone Rymer reported that ‘scientists who discover actively while writing are also those who revise extensively’ (Rymer 1988, p. 243). One leading scientist said that he ‘really wasn’t sure exactly how it was going to come out,’ and that ‘it’s gotta be written down, and then you can play with it’ (ibid., p. 232). The psychologist Jerome Bruner reported that: ‘Sometimes I will sit down to write with no organizing ideas, no outline and nothing except some kind of feeling that things are welling up. Usually it becomes clear after four or five pages whether there is anything there. I regard this stage as one in which I have to discover what I think by looking at what I have written. It is tiresome and time-consuming but works for pump priming’ (Emig 1983, p. 16).

Bodily thinking

For Discoverers, visible, physical revision is of central importance, and writing is a way of thinking. Theirs is, to borrow W. B. Yeats’s phrase, the ‘thinking of the body’: thought in spatio-temporal action (Yeats 1961, p. 292). Such bodily thinking is often associated with art, but since Maurice Merleau-Ponty, phenomenological writers have emphasized the primacy of the body in everyday life, in clear contrast to the rationalistic emphasis on the mind. Bodily thinkers acknowledge the importance of the non-verbal. D. W. Harding argued that ‘if we really believe in the organism as a psycho-physical whole and not as a body bossed by a mind we can hardly deny that a great deal of organization and mutual modification of impulses can go on in bodily terms whether or not it eventually appears as cognitive experience’ (Harding 1974, p. 180). He went on to suggest that pre-conscious body language ‘may be the only way in which beliefs and evaluative attitudes exist – doubting, welcoming, fearing, suspecting, confiding, resisting, protesting and so forth’ (ibid., p. 178).


It may be that writing which involves open acknowledgement of the importance of values, attitudes and beliefs both reflects and reinforces a writer’s sense of identity as a bodily thinker. This is most obvious in ‘literary’ writing, in particular contrast to formal scientific writing. Scientific writers try to say clearly what they mean, and the language of their formal papers tends to be less obviously open to a variety of interpretations, whereas in literary writing what is written tends to be less determined by the writer’s conscious intentions. However, the experience of bodily knowing is not confined to those in the arts: many eminent mathematicians and scientists surveyed in 1945 reported that in the decisive stages of their creative thinking, visual and ‘muscular’ imagery (Einstein’s own term), intuition and unconscious hunches seemed more important to them than verbal thinking (Koestler 1970b, pp. 55, 209).


One academic writer declared: ‘I don’t write when I think I ought to. I write when my total organism... is intending to write. Everything in and about me intends toward writing when that is what I am doing. Actually there is one exception: I can actually write even when my mind is resisting, telling me that I don’t want to write now, that I am not in the mood, etc. Our post-romantic notions about moods have little to do with whether or not one writes successfully. Actually it is easier to write if my mind resists than if my fingers or eyes do’ (Mandel 1978, p. 365; my emphasis). Whilst the mind (our consciousness) ‘takes the credit’ for writing, suggesting that ‘I think, therefore I write,’ this writer saw the act of writing as a way of thinking: ‘Writing informs the mind; it is not the other way around’ (ibid., p. 366). M. P. Prescott, a phenomenological philosopher, stressed the importance of a pre-reflective ‘sensing’ in composing:

There are times in the middle of writing a paper when I am at a loss for words, for articulate meaning, and yet ‘I know’, I have a sense of what I want to say. What does this experience of sensing involve? At this point in my reflections it would seem it involves feeling meaning, knowing in a bodily way. I experience this knowing, this meaning, almost as a diffusion of a sensation through my chest, my arms, and the back of my head. Sometimes I find that breathing, inhaling deeply, or moving my arms slowly through space heightens or clarifies ‘knowing’ in this mode. It is as if meaning, knowing, has touched me within, throughout my body. I have been affected with and by meaning. I know, I sense meaning affectively with my bodily being. Articulate, verbal meaning usually arises for me if I allow myself to stay with this sensing, this felt meaning. As I read over what I eventually do write, attempting to see if it ‘makes sense’ (to use an old, familiar phrase), I actually find I am trying to see if what I have said harmonizes with the sense of meaning, that is, the bodily knowing I feel. (cited in Valle & King 1978, p. 11)

Whether or not thinking is sensed as a ‘bodily knowing’, revision is a physical act for Discoverers. This may seem a truism, but it is possible that Planners also ‘revise’ extensively, having interiorized writing to such an extent that such revision is largely mental rather than physical, making them less dependent on the visible word than Discoverers. Stephen Witte, an evident Planner, argues that Planners perform mental revisions on ‘pre-texts’ (Witte 1985, p. 267). Suggesting that Planners revise in their minds may seem to reduce the usefulness of any descriptive distinction between Planners and Discoverers. However, the need of Discoverers for physical revision may be the difference which makes the difference. Discoverers seem to need to play with their ideas and words as textual objects. Since they experience externalization and spatialization as an integral part of their thinking they may be more sensitive than Planners to the characteristics of various writing tools and media.

The inadequacy of ‘problem-solving’

When ‘finding the words’ is a struggle for a writer, it may well feel like a discovery when seemed to be an impossible challenge turns out not to be. Here, a Planner might be more inclined to refer to ‘having solved a problem’, but might be persuaded to accept ‘having discovered a solution’. However, the notion of ‘problem-solving’ presents thinking as overcoming barriers to action: it implies a definable goal. The Discoverer would find it difficult to see much writing in terms of clear-cut, pre-set problems to be solved, or of explicit criteria by which the adequacy of solutions might be assessed. The phenomenological philosopher Hubert Dreyfus argues that ‘an artist... does not have a criterion of what counts as a solution to his artistic problem. He invents the problem and the solution as he goes along’ (Dreyfus 1992, p. 341). And an aesthetic philosopher suggests that ‘in the process of artistic creation the formulation of the conception and the solution of the problem are, I suspect, identical, and the creative process consists at once in creating and discovering what one wants to say’ (Vivas 1955, p. 154). Writers in the arts may be reluctant to describe ‘creative writing’ as problem-solving since the term seems to downplay the free play of the imagination. Of course, all writers must at some stage deal with formal constraints, but in creative endeavours ‘the final product is not so much a correct solution as one which in some measure satisfies the internal needs of the creator’ (Vinacke 1952, p. 242).


Arthur Koestler (who was not only a novelist, essayist and journalist but also a trained scientist) stressed that doing science and writing literature are part of a continuum, but insisted that whilst problem-solving may be a central feature in scientific inquiry (and that ‘getting an idea’ for one’s writing is a kind of problem-solving), it is not part of ‘the essence of writing’. Clearly a Discoverer himself, he instanced the novel, where ‘you start with a very vague idea and let it develop by itself, and one thing leads to another’ (Rosner & Abt 1970, pp. 136-7). Even in scientific thinking problem-solving may be eclipsed by intuitive discovery (Harding 1942, pp. 97ff; Ghiselin 1952). Herbert Spencer, the nineteenth century evolutionary philosopher, reported that problem-solving played no part in his development of theories:

It has never been my way to set before myself a problem and puzzle out an answer. The conclusions at which I have from time to time arrived, have not been arrived at as solutions to problems raised; but have been arrived at unawares – each as the ultimate outcome of a body of thoughts which slowly grew from a germ. Some direct observation, or some fact met with in reading, would dwell with me; apparently because I had a sense of its significance. It was not that there arose a distinct consciousness of its general meaning: but rather that there was a kind of instinctive interest in those facts which have general meanings... Little by little, in unobtrusive ways, without conscious intention or appreciable effort, there would grow up a coherent and organized theory. (Ghiselin 1952, p. 224)

Many Discoverers would recognize this description as reflecting similar experiences of their own.

Discovery of form

The experience of ‘discovery’ in writing may sometimes represent having found a way to make one’s ideas coherent. An aspect of this is discovery of the form the writing takes. The ‘discovery of form’ has many levels. It may refer to the ‘form of words’ used (at levels varying from that of a phrase to that of the text as a whole). For the playwright Neil Simon, ‘I don’t even know the next line that the characters are going to say... I just write the line, the next line comes’ (Rosner & Abt 1970, p. 364). And the novelist Gore Vidal reported that one of the most interesting things about writing was ‘the business of surprise’: ‘I never know what’s coming next. The phrase that sounds in the head changes when it appears on the page... That’s why I go on, I suppose. To see what the next sentences I write will be’ (Plimpton 1981, p. 311). The discovery of the form of words is inseparable from the discovery of meaning. In longer texts, no writer can avoid ‘discovering’ the particular words used in the final version. As philosophers point out, to have known this in advance is effectively to have completed the task (Harrison 1978, pp. 121-2). One might legitimately object here that this is not simply a process of discovering workable patterns of words (like watching monkeys typing), but of actively constructing meanings. However, it is precisely when one’s primary focus has been on the construction of meaning that one may experience a sudden sense of discovery when one’s attention switches to the actual words which have been used – an experience which may be rewarding if the words seem to catch one’s meaning well. The discovery of words may also involve a recognition of the capture of something which had been eluding the writer’s conscious grasp during a long or arduous struggle with meaning.


John Crowe Ransom said that poets ‘later wonder what they’ve done and look at it to see’ (Burnshaw 1970, p. 48). Keats said that he had often ‘not been aware of the beauty of some thought or expression until after he had composed and written it down. It has then struck him with astonishment and seemed rather the production of another person than his own’ (Taylor 1979, p. 224). And the modern American writer Selden Rodman reported: ‘I’m surprised at the moment of writing a phrase or a sentence that it worked out that way; and that it perhaps produced something that I hadn’t anticipated at all. And I’m rather amazed by it and happy about it. And then, when I read over the chapter, perhaps I’m surprised by the way the whole chapter hangs together and... how completely it expresses that phenomenon. Better than I had anticipated was possible’ (Rosner & Abt 1970, pp. 339-40). Even the prolific writer of popular children’s stories, Enid Blyton, wrote of her own writing that ‘sometimes a character makes a joke, a really funny one that makes me laugh as I type it on my paper, and I think: “Well, I couldn’t have thought of that myself in a hundred years!” And then I think: “Well, who did think of it?”’ (McKellar 1957, p. 137). Being ‘surprised’ by what one is writing is a feature of the experience of inspiration. Henry Miller felt that the writer was ‘like a medium who, when he comes out of his trance, is amazed at what he’s said and done’ (Plimpton 1963, p. 191). Truman Capote commented that even though he had ‘the illusion’ of ‘seeing in a flash’ the whole structure of a story in his mind before writing, ‘in the working-out, the writing-out, infinite surprises happen. Thank God, because the surprise, the twist, the phrase that comes at the right moment out of nowhere, is the unexpected dividend, that joyful little push that keeps a writer going’ (Cowley 1958, p. 265).


The ‘discovery of form’ may also refer to the overall ‘shape’ or arrangement of the ideas – perhaps the way in which an argument is organized, or the plot of a novel or a play. For the poet Richard Wilbur, the form which a poem takes ‘develops naturally as a part of the utterance’; anything else would be merely a ‘technical experiment’ (Wilbur 1966, p. 162). Even when we are only rehearsing our existing views on a topic, we may discover through writing about them hitherto unrecognized links in our arguments. Once again, in issues of arrangement, a Planner may grant that one may occasionally ‘discover’ solutions to such rhetorical problems as how to proceed most effectively from one point to another in a complex argument.


The basic structure of certain kinds of text is more or less fixed but for other kinds there may be no conventional templates for the structure at all, in which case it must be ‘discovered’. A biologist told me that he enjoyed writing more when what he was writing was ‘something like a review where you have more free rein’ rather than when it was more standardized – as with an experimental paper. He liked inventing the form for a ‘mini-review article’ where the structure was ‘basically my own’ (Chandler 1992c, pp. 259, 263). So even scientists may enjoy the discovery of form: though they might not call it that. Once again, those who refer to discovery of form may regard this as either integral with, or secondary to, other concerns, and as such it may be interpreted as having emerged without conscious planning. For the novelist E. L. Doctorow ‘the sense of the form of the book finally presents itself to you’ (Ruas 1986, p. 204). Having focused on specific parts of a text (perhaps not in the order in which they finally appear) the writer may suddenly or gradually become aware of the final overall pattern and total effect: which is greater than the sum of these parts.


The American novelist Nelson Algren reported that ‘I’ve always figured the only way I could finish a book and get a plot was just to keep making it longer and longer until something happens – you know, until it finds its own plot – because you can’t outline and then fit the thing into it’ (Cowley 1958, p. 215). Many novelists and playwrights begin writing with some key characters in mind but do not know what will happen to them, or how the narrative will end. Scott Spencer reported that when he was working on a novel, ‘the full curve of destiny is something that I like to leave as sketchy as possible... I try to know as much as I can about a book before the beginning, but I never know exactly where it’s going to end.’ And whilst he had a sense of what the characters were like, ‘I don’t have the ability to map out how they’re going to change and what they’re going to make of themselves by the time the book is over. That I actually work out as I’m writing. I don’t know why I do this exactly, but I feel a need to maintain a kind of artificial blindness’ (Ruas 1986, p. 318). The highly prolific writer Isaac Asimov (who revised very little), reported:

When I first started, I thought I’d make an outline. But I couldn’t stick to the outline because the story wrote itself. The outline was like chains, shackles, so I stopped. What I do is think up a general notion of what it is that I want to do. I think up a nice, snappy ending, figure out where I ought to start, and then make it up as I go along. And so far the intricacy always adds itself, and, when I’m all finished, everyone could swear I worked it out carefully to begin with – but it’s not so. Generally on page x I haven’t the faintest idea of what will be ten pages later on. (Broughton 1990, p. 61)

Having tried (on advice) to outline his very first play, Neil Simon reported that he no longer did so, and he was clear about why: ‘Because that’s not the way life is. You don’t know what the end is going to be, so you don’t twist and push it. It just carries you along, somehow, predetermined by your character... I have a very brief outline in my head about what the play is about. But, I would like to be as surprised and entertained as the audience is. And so I begin – I just put the paper in and start to go, and discover it’ (Rosner & Abt 1970, pp. 363-4). His justification for his writing behaviour in terms of what ‘life’ is like is interesting, suggesting both an image of his own evolving text as a living being, and of himself as a text.


For a few literary writers even the generic form may sometimes change. Eudora Welty reported that what she had thought were short stories sometimes ‘became novels accidentally’, so that she had to ‘recast the whole thing totally’ (Ruas 1986, p. 5). Similarly, the chapters in Mary McCarthy’s first novel began as short stories ‘without any idea of there being a novel’ (Plimpton 1963, p. 289); and so also with the first chapter of a later novel (ibid., p. 307). For Vassar Miller, a poet, ‘sometimes... what I intended as a sonnet may end as a free-verse lyric, or vice versa’ (Miller 1966, p. 128). And even academics often report in a book that it began as a paper.


A further kind of discovery is that of audience. Obviously a particular audience exerts certain constraints on the written style and format, so audience and form are closely related. Surely, says the Planner, the writer decides on the audience rather than discovering it? Of course, at some stage the writer must make a decision about the audience for a text. But the matter of audience may be seem more like a discovery than a conscious decision when one’s ‘audience’ changes unexpectedly. For instance, you may initially have been writing something simply to clarify and organize your ideas, and it may be only after you have discovered that you have something worthwhile to communicate that you consider for whom it may be most appropriate. Even in the case of writers who are simply reinterpreting and reorganizing their ideas on a topic they already feel very clear about, both form and audience may exert demands which may be so great on the writer’s skill that the final form and style may feel like something of a discovery.


Related to finding an audience is ‘finding a voice’ (Murray 1978, p. 94). This involves the nature of the authorial presence in the text. Is there, for instance, an ‘omniscient narrator’? In most academic writing, particularly in the sciences, such questions are largely pre-determined by prevailing conventions. These differ between academic genres, and stylistic conventions have been increasingly challenged in the humanities (an issue which will be explored in Chapter 5). In addition to fixing on a narrative style ‘finding a voice’ involves adopting a stance in an argument. More subtly, amongst literary writers, Elizabeth Hardwick reported, ‘I can’t write a story or an essay until I can, by revision after revision, get the opening tone right... It’s a matter of the voice, how you are going to approach the task at hand’ (Plimpton 1987, p. 130). And Scott Spencer regards ‘finding a tone of voice’, which he can do only by actually writing, as the only way to ‘make a bridge’ between his conscious mind and his unconscious (Ruas 1986, p. 301). Discovering a voice helps such writers to find their words.

When is a text finished?

A sense of discovery no doubt lessens as a text nears what will be its final form. The writer’s final discovery of form may be that the text is finished: a discovery of where the effort has been leading. This is not described by Discoverers in terms of assessing whether their goals have been achieved, as Planners would have it. D. W. Harding, clearly a Discoverer, noted that ‘when an author is satisfied with his work, or content to leave it as finished, many of the causes of his satisfaction will be in some sense “unconscious”’ (Harding 1974, p. 192). Monroe Beardsley suggested that the ‘Propulsive’ writer (a Discoverer, in my terms) ‘stops when his original impulse has exhausted itself’ (Beardsley 1965, p. 299). Whilst Joseph Heller reported that he did know the ending of a novel before he began to write (unlike many ‘discovery writers’), he rewrote extensively, and only stopped working on the text when ‘either my interest ends or my talent ends... and I cannot go on... in any particularly inventive or original fashion’ (Ruas 1986, p. 168). For John Cheever, there was a painterly sense of ‘shape’: knowing when a story was right was ‘a question, I guess, of trying to get it to correspond to a vision. There is a shape, a proportion, and one knows when something that happens is wrong... I suppose that [with] anyone who has written for as long as I have, it’s probably what you call instinct. When a line falls wrong, it simply isn’t right’ (Plimpton 1981, p. 132).


I asked a historian how he knew when he had finished a piece of writing. He also replied in artistic terms: ‘it’s an aesthetic. It’s a combination of judgements that you make, isn’t it? It’s partly at the aesthetic level. You stand back from the painting and you ask, “Does it need another spot of red in that top corner or not, or does it work as it stands?”’ This seems very much the stance of a Discoverer. Later he employed a craft analogy: ‘It’s like craftsmanship, isn’t it? If you know a carpenter’s making a piece of furniture most of the judgements are made at an almost subliminal level based on experience and what were once conscious decisions but [which] have now become physical rules, literally rules of thumb, as it were’ (Chandler 1992c, p. 218). Asked how he knew that a particular piece of writing was finished, an academic lawyer told me: ‘Nothing is ever finished in the sense that it couldn’t be improved, so I suppose it just reaches a point where I think, “Well, that’ll do.”’ Elsewhere he referred in passing to being ‘not too inclined’ to make any changes to the fifth draft of a conference paper: he was ‘fairly happy with it’ (ibid., p. 237). Such attitudes seem to be associated primarily with Discoverers. Another lawyer, very much a Discoverer, said at first: ‘Well, I suppose when I start writing I must have a rough idea of the shape of the thing I’m going to produce.’ But his reply to how he knew when to stop reading (which then strayed into writing) was closer to that which seems to characterize Discoverers:

Well, you can never be very sure about that, but... practical limits impose themselves in that you’ve probably got a scale within which this piece of work has got to be done. That’s more obviously true perhaps with something like a book, where you’ve got to have it written by a given time... In which case, what I tend to say to myself there is “Well, I’ve got to draw a line for purposes of this piece of work.” If I’ve found something which is interesting and I’d like to do more work on, “Well, I’ll save that up for a future occasion, but I won’t try to cram that in here.” It’s more difficult if you’re working on a smaller piece which is going to appear as an article because there – well, usually I think most people tend to write it and then submit it for publication, so it’s more open-ended, and you could perhaps be tempted to spend more time on it if it develops in a way which is different from what you expected, or some interesting avenues appear. But there again I think I tend to be quite disciplined with myself in saying, “Well, you can’t go on working on this particular piece year after year. You ought to get something concrete out of it,” so again draw a line. (ibid., pp. 243-4)

It is not that a piece of writing is ‘finished’: Discoverers may feel that their writing is forever unfinished. Harold Pinter reported: ‘I always write three drafts, but you have to leave it eventually. There comes a point when you say, That’s it, I can’t do anything more’ (Plimpton 1967, p. 359). Asked how she knew when a poem was finished, Jane Cooper said, ‘It’s like a door clicking shut,’ but added: ‘At a certain point you know it’s the best you can get it’ (Doyle 1976, p. 122). This is astonishingly similar to Yeats’s observation that ‘a poem comes right with a click like a closing box’ (Burnshaw 1970, p. 65). For E. L. Doctorow knowing you’ve finished has a social dimension: when ‘you realize you’ve finished... you want to be sure. You need confirmation,’ so ‘you ask somebody you love to read it and see if it works’ (Plimpton 1988, pp. 313-14).


A sense of ‘discovery’ may also sometimes indicate that the fluent writer is quite unconscious of how a particular part of a text came to be written: ‘I have no idea how I did it.’ This may seem rather like experienced car drivers realizing that they have been driving ‘on auto-pilot’ on a very familiar route, with no conscious recollection of that part of their journey. It is a matter of mastery. As Arthur Koestler put it, ‘the greater mastery and ease we gain in the exercise of a skill, the more automatized it will tend to become, because the code of rules which controls it now operates below the threshold of awareness’ (Koestler 1970a, p. 155). This can involve not only muscular and perceptual skills, but also thinking and strategy (ibid., p. 209). In his exploration of creativity, Koestler stressed that creative intuition is quite different from ‘mechanical’ automatism: ‘our unawareness of the sources of inspiration is of a quite different order from the unawareness of what we are doing while we... copy a letter on the typewriter’ (ibid., p. 156). He referred to a ‘two-way traffic’ between conscious and unconscious processes: ‘in the creative act there is an upward surge from some unknown, fertile, underground layers of the mind,’ whereas automatism reflects ‘a downward relegation of the controls of skilled techniques’ (ibid.).


Perhaps fatalistic writers habitually reinterpret their experiences retrospectively, feeling only after the completion of a piece of writing that they have discovered ‘why’ they had been writing. Alberto Moravia, who reported that he never knew what the work he was writing was going to be until he was ‘under way’, declared that ‘one writes a novel in order to know why one writes it’ (Burnshaw 1970, p. 48; Murray 1978, p. 102).

Discovery and ideology

Referring largely to literary writing, Donald Murray argued that ‘there may be fewer discoveries in form and voice as a writer repeats a subject or continues work in a genre which he or she has explored earlier and become proficient with. This lack of discovery – this excessive professionalism or slickness, the absence of discovery – is the greatest fear of mature, successful writers. They may know too much too early in the writing process’ (Murray 1978, p. 94). Similarly, the poet Stephen Spender declared that ‘the most common fault of experienced poets is that they acquire facility, which reduces tension in their art. Tension usually comes from the sense of difficulty – that the poet has to struggle with language and form’ (Plimpton 1985, p. 72). Such a tension is very much part of the experience of writing as discovery, and may be at the heart of ‘creativity’ in writing.


Sometimes, referring to ‘discovery’ may represent a general ideological orientation, a Romantic distrust perhaps, of conscious planning. In his widely influential ‘Defence of Poetry’ Shelley insisted that ‘poetry is not like reasoning, a power to be exerted according to the determination of the will. A man cannot say “I will write poetry”’ (Bloom & Trilling 1973, p. 758). This view is not confined to poets. James Thurber said: ‘I don’t believe the writer should know too much where he’s going. If he does, he runs into old man blueprint – old man propaganda’ (Cowley 1958, p. 81). And Mary McCarthy wrote that ‘In any work that is truly creative, I believe, the writer cannot be omniscient in advance about the effects that he proposes to produce. The suspense in a novel is not only in the reader, but in the novelist himself, who is intensely curious about what will happen to the hero’ (Murphy 1979, p. 599).


Henry Miller believed that ‘it’s bad to think. A writer shouldn’t think much’ (Plimpton 1963, p. 171). He insisted: ‘I obey only my own instincts and intuitions. I know nothing in advance’ (Ghiselin 1952, p. 180). Although he indicated in one interview that he had written notes which could be seen as plans for his novels (Plimpton 1963, p. 175), he declared elsewhere that ‘Unlike the architect, an author often discards his blueprint in the process of erecting his edifice. To the writer a book is something to be lived through, an experience, not a plan to be executed in accordance with laws and specifications’ (Murphy 1979, p. 595). This is very much in tune with Romantic literary theorists, who dismissed as ‘mechanical’ texts springing from the Neo-Classical emphasis on deliberate design and the putting together of parts (Stone 1967, p. 37; Abrams 1953, Ch. 7). It is indeed a Romantic legacy for us to regard such texts as ‘wooden’, ‘artificial’, ‘lifeless’ and ‘insincere’. Lawrence Durrell reported that he did ‘very little deliberate plotting as such’ because ‘the great danger of this sort of thing is a mechanical exercise in a form,’ whereas he ‘wanted the books to be as alive as possible’ (Plimpton 1963, p. 280). Paradoxically, Mark Twain, who felt that he should not try to impose his will on his methods or text, argued that what he wrote was determined by forces beyond his control, and that this meant that he (and indeed even Shakespeare) was ‘a machine’ (see Wallas 1926, p. 197). Even Wordsworth referred to experienced poets being able to follow ‘blindly and mechanically’ what we sometimes call ‘the dictates of our emotions’ (Bloom & Trilling 1973, p. 597). In this sense one may interpret ‘being mechanical’ either in terms of planning too much or not planning at all.


Norman Mailer described a more consciously planned novel (The Naked and the Dead) as having been ‘written mechanically’, compared with Barbary Shore – over which he felt he had ‘absolutely no conscious control’ (Plimpton 1967, pp. 261, 258). John Fowles, in The French Lieutenant’s Woman (Ch. 13) addressed these direct remarks to the reader: ‘You may think novelists always have fixed plans to which they work... But... we cannot plan. We know a world is an organism, not a machine. We also know that a genuinely created world must be independent of its creator; a planned world (a world that fully reveals its planning) is a dead world. It is only when our characters and events begin to disobey us that they begin to live.’ This is a characteristically Romantic utterance, not least in the use of the image of the organism as against the machine. The irony here, of course, is that in precisely such remarks the author asserts his control. One might argue that it may be the tension between planning and discovery that some writers find creatively stimulating.


Some literary writers fear that conscious planning would inhibit their creativity. Joan Didion, referring to her writing of fiction, said: ‘If I know what I’m doing I don’t do it, I can’t do it’ (Plimpton 1981, p. 355). Truman Capote found that making outlines ‘deadened the idea in my imagination’ (Cowley 1958, p. 265). Malcolm Bradbury represents the Romantic tradition in declaring that ‘the really good novel [is]... an attempt at discovery rather than an utterance of the discovery’ (Haffenden 1985, p. 56). Such writers feel that planned writing would be lifeless or didactic. Edward Albee declared, ‘I don’t begin with an idea for a play – a thesis.’ If he did so, he said, ‘I wouldn’t be able to allow the characters the freedom of expression to make them three-dimensional... I’d write a treatise’ (Plimpton 1967, p. 342). Albee clearly wanted to distinguish literary writing from academic or didactic writing.


When embarking on a novel, Georges Simenon wrote on an envelope ‘only the names of the characters, their ages, their families. I know nothing whatever about the events that will occur later. Otherwise it would not be interesting to me’ (Cowley 1958, p. 136). For literary writers this is partly a matter of self-motivation. The novelist Jay McInerney felt that conscious planning would simply bring him to a halt: ‘I think you could allow yourself to never get started if you tried to guess in advance what was going to inspire you.’ For him, ‘the excitement of writing’ was being ‘constantly surprised by the material,’ without which ‘I don’t think I’d be able to keep up my interest to finish a book’ (Strickland 1989, pp. 167, 169). Paul Theroux agreed: ‘Any man who knows in advance what he’s going to write about would be so bored that he’ll bore his readers, or he won’t finish it. So I never begin a book – or even a story, for that matter – knowing how it’s going to end, or knowing what I’ll encounter along the way’ (Ruas 1986, p. 251). For Julio Cortazar discovery was a matter of sensibility: ‘If I had a very clear consciousness of what I’m writing, I think I’d be a very unhappy man and probably a very poor writer... When I don’t know what I’m going to do, then that is the time I write best’ (Cooper-Clark 1986, p. 279).


Sometimes discovery writing may reflect a desire to achieve ‘truth to feeling’. The French novelist Stendhal reported that he had been ‘writing and speaking far better since I began my sentences without knowing how they would end’ (Peyre 1963, p. 309). Like Stendhal, many Romantics advocated writing rapidly to avoid ‘insincerity’. But even a ‘logical’ writer may adopt discovery as a technique to avoid producing lifeless writing. Scott Spencer confessed: ‘I still suspect myself of a certain schematic frame of mind which I like to negate by denying myself certain information about what’s going to happen. I feel my character is extremely logical and orderly, and these traits, if they become too prominent, can take the life out of a novel’ (Ruas 1986, p. 318). Similarly for E. L. Doctorow (cited in the epigraph for this chapter) discovery was a technique he had to learn (perhaps the technique of ‘avoiding technique’). He felt that he had to become ‘intuitive’ rather than ‘analytical’ in order to write a novel (Plimpton 1988, p. 205). He emphasized that it was quite possible to write without any clear long-term goals.


For Joseph Heller ‘there’s very little that I do actively in choosing the subject or choosing the person or point of view. The novel comes to me as it is written... I don’t begin with the subject, I begin with the idea of doing a story’ (Ruas 1986, p. 157). He reported doing a great deal of rewriting, editing and cutting and felt that this might not seem very efficient. His composing style, however, was not a matter of conscious technique: ‘I don’t choose to work the way I do... It’s the only way I can work’ (ibid.). He said that he could not explain why he wrote in the way that he did, but he knew ‘intuitively’ that to write in any other way would not work for him (ibid., p. 169). His behaviour was not experienced as goal-directed: ‘The specific techniques used in the places where I shift and let certain things happen come from intuition or a sense of taste’ (ibid., p. 161). Heller confessed to ‘a preference for indirection... for that which I cannot justify’ (ibid., p. 168).


There are many varieties of discovery, and even writers who see their experience of writing in terms of discovery would recognize only some of the kinds referred to here. Some writers seem to ‘discover’ far more than others. And perhaps even the most goal-directed writers would accept that there is sometimes an element of discovery in their writing. But for Discoverers, the sense of discovery is central to the experience of writing.

Descriptive frameworks

Writing researchers frequently refer to the unreliability of the testimony of writers on the subject of their approaches to writing. One reason given is that people can be very protective of their self-image. Literary authors in particular may treat opportunities to discuss their writing as further occasions to create fiction! Some authors may choose to emphasize the mystery of their craft. Others may feel that their actual practices may be regarded as inept by their peers. Another objection is that writers may simply refer to an approach associated with one particular piece of writing which may not be very representative. Or again, poor recall or a lack of observational distance may lead to inadequate descriptions. However, writers’ own accounts remain revealing, not only of themselves (when studied in the context of their lives and work), but also (as here) of the broad spectrum of writing experiences. Their accounts are taken here to be fair descriptions of aspects of their experience of writing (if not of the detail of their practices) in which others may recognize experiences of their own. It is also assumed that experienced writers can be trusted to be sensitive in their use of words, so that one may not easily dismiss their accounts as ‘mere metaphor’. In this light descriptions in terms of Planning or Discovery are not simply different ways of describing the same experience: they represent quite different experiences, reflecting basic orientations.


Philosophers point out that whether they are aware of them or not, all writers have at least some goals, however minimal and inexplicit: most writers would probably deny that they have ‘no idea at all’ of what they are trying to do. Carol Berkenkotter (1983) has shown how Donald Murray, a writer who identified himself as a Discoverer, planned his writing far more than he realized. And it is equally doubtful whether writers can avoid any discovery as they write: few ‘know exactly’ what they will write. Jone Rymer (1988) has convincingly demonstrated that many scientists discover new ideas as part of the process of writing. The practices of individual writers do vary from task to task, being more or less oriented towards discovery or goals. Even among ‘literary’ writers there are some for whom both discovery and planning work. The journalist and novelist John Hersey declared: ‘In some cases, I’ve wanted to have the whole book outlined before I started. In others I have simply begun writing and let the story take me where it would’ (Plimpton 1988, p. 125). Similarly novelist Norman Mailer reported that he wrote The Naked and the Dead from a detailed written plan, but Barbary Shore without any explicit plan at all (Plimpton 1967, Ch. 11).


Some psychologists have argued that most thinking ‘alternates’ between ‘Realistic’ and ‘Imaginative’ poles on a continuum. In realistic thinking reason dominates, and thinking is tied to the ‘facts’ of external situations; it involves deliberate control and organization, the application of skills, techniques and logical criteria, and mental ‘editing’. Imaginative thinking is more free-ranging and open to the unconscious, involving fantasy, imagery and analogy as well as the generation of hypotheses, and it often has no clear goals (Thomson 1959, pp. 185, 195; Vinacke 1952). Other psychologists have explored similar pairings as poles of continua or as dichotomies, referring to thinking as: ‘irrational’ (or intuitive) and ‘rational’; unconscious and conscious; or primary- and secondary-process. The general consensus amongst psychologists is that creative thinking (as in writing) involves both kinds of thinking.


Such characterizations are particularly suggestive in terms of contrasting approaches to generative and critical processes or phases in writing (and indeed ‘discovery’ modes with ‘communicative’ ones). It is revealing that novelists such as Fay Weldon and Frederick Forsythe insist that ‘editing’ is the job of ‘editors’, not of ‘writers’ (Hammond 1984, p. 16). Similarly, the novelist Thomas Wolfe needed a separate editor who was a critical reviser (Ghiselin 1952). Such ‘creative’ writers seem to identify exclusively with the generative function of authorship. It seems likely that most writers perform both roles (perhaps sometimes because they have no real choice), and must therefore exercise both generative and critical thinking. As Stanley Burnshaw puts it, ‘it is, of course, all one mind, however unlike its manifestations, however various its capacities, to compose, dissect, choose, wander, concentrate, and so on... Composition must be an act of their collaboration’ (Burnshaw 1970, p. 67). Nevertheless, it seems that the ways in which many writers habitually describe their experiences of the process of composition do focus either on discovery or on goals. Such terms of reference may be interpreted as polar extremes relating to a basic long-term orientation towards the experience of composition. Psychologists might regard these as linked to the general cognitive style of individuals; sociologists might tend to regard them as culturally shaped. 


Useful as it may be in revealing an orientation towards the act of writing, the Planner-Discoverer framework has only a limited application in describing the range of writers’ composing practices. Such practices may reflect the writer’s basic orientation and values, or may involve short-term strategies used for particular purposes. In terms of composing strategies as such, a more explicit typification is needed. Within my own descriptive framework there are four main strategies. The architectural strategy involves conscious pre-planning and organization, followed by writing out, with relatively limited revision. The bricklaying strategy involves polishing each sentence (or paragraph) before proceeding to the next. The completed text is not subjected to much subsequent revision. The oil painting strategy involves minimal pre-planning and major revision. Ideas are jotted down as they occur and are organized later. The water-colour strategy involves producing a single version of a text relatively rapidly with minimal revision. Further details of these strategies can be found in the Appendix. 

Writing, personality and cognitive style

Psychologists have linked the composing styles of writers with cognitive styles and personality features. French (1965), for instance, described two kinds of behaviour in approaching conceptual tasks: ‘reasoned’ or ‘systematic’; and (a less orderly) ‘scanning’ and ‘visualizing’. This he related to Witkin’s field independent and field dependent cognitive styles, respectively (Witkin et al. 1962). The former are inclined to disembed objects of perception from their contexts; the latter are not. There are some references in the psychological literature to a tendency of western males to be more field independent than females. However, it should be noted that the term suggests an unwarranted assumption of female deficiency and passivity and could be more positively phrased as ‘context awareness’ or ‘context sensitivity’ (Cameron 1992, p. 148). In any case, the tendency is slight. A relationship has been noted between field dependence, impulsivity and divergence, and between field independence, reflectivity and convergence (Riding & Cheema 1991, pp. 199-200). In terms of cognitive style one might expect Planners to be more field independent, more reflective and more convergent than Discoverers.


Donald Graves, an influential American educationalist, has distinguished between reflective and reactive writers as early as at seven years old (he did add that they represented the extremes of a continuum) (Graves 1975). Graves’s reactive writers are distinguished from reflective writers in showing a need for ‘immediate rehearsal’, using ‘overt language to accompany prewriting and composing phases.’ They are characterized very negatively, with ‘erratic problem-solving strategies’, less sense of audience, rare reviewing of their writing, proof-reading only at the word unit level and ‘an inability to use reasons beyond the affective domain in evaluating their writing’ (ibid., p. 236). His reflective writers, on the other hand, showed little need for immediate rehearsal, ‘periodic rereadings to adjust small units of writing at the word or phrase level,’ a greater sense of audience and ‘the ability to give examples to support their reasons for evaluating writing’ (ibid.). Graves adds that boys were more likely to be reactive writers and girls were more likely to be reflective writers, (aware of the importance of ‘prethinking and organizational qualities’). One might relate Graves’s types to Jerome Kagan’s investigation of ‘conceptual tempo’ in cognitive style, with reflectivity at one extreme and impulsivity at the other (Kagan et al. 1963).


David Galbraith reported that writers who are low self-monitors pay more attention to self-expression than to rhetorical goals. They ‘are dispositionally driven, and cannot but express their thoughts spontaneously... By contrast, high self-monitors are pragmatists, whose main concern is to present ideas effectively in a given social context. It seems natural that they should try to organize what they say before they say it, and that they should then try to control translation so that it satisfies their predetermined goals’ (Galbraith 1992, p. 63; my emphases). In the context of experienced adult writers, Peter Lyman also made a distinction between: social writers, who treat writing as an oral performance – a way of speaking to the reader – rewriting until it can be read aloud; and serial writers, who treat writing primarily as a visual record, evaluating it according to technical criteria (Lyman 1984, p. 81).


Carl Jung’s framework for describing personality traits involves several pairings of divergent features: sensing vs. intuition; thinking vs. feeling; judging vs. perceiving; and introversion vs. extraversion (Jung 1923). The popular adoption of the terms ‘introvert’ and ‘extravert’ indicates both the way in which many people find such interpretative frameworks useful and also the dangers of the reification of recurrent features of personality into ‘types’. A number of researchers have applied the Jungian framework to the study of writers. Donald MacKinnon (1962) studied literary writers, mathematicians and research scientists from this perspective. And Frank Barron (1968) undertook a similar study of literary writers. Ravenna Helson (1982) explored these Jungian functions as ‘information-processing styles’ reflected in the writing of eminent literary critics. A related study of writers by George Jensen and John DiTiberio (1984) focused on university students and staff (though many of these were experiencing writing problems). And a later study by the same authors (1989) was more wide-ranging.


Intuition and sensing refer to ‘modes of perception’: the former to the intuitive perception of possibilities; the latter to immediate sensory experience. Amongst those favouring sensing, ‘attention is sharply focused, boundaries are clear, and emphasis is on facts relevant to achieving practical goals’ (Helson 1982, p. 412). Helson refers to this style as being widespread in business and in empirical science, noting its characteristic clarity, definiteness and practicality. She offers as an example the journalist and critic Edmund Wilson, noting his concern for the factual, organized and causally determined, and his practice of starting at the beginning and proceeding in an orderly fashion to the end (ibid., p. 414). Jensen and DiTiberio also refer to sensing among writers, and note that they tend to collect large amounts of data, work step-by-step, attend closely to mechanics and limit revision to corrections. They also report that they tend to be more field dependent than those who are more intuitive (Jensen & DiTiberio 1984, p. 291; 1989, pp. 48, 161). Several clues here suggest the possibility of links between sensing and the use of the bricklayer strategy, together with an orientation towards Planning.


In contrast to sensing, intuition is oriented towards the unconscious: ‘As writers, intuitives may start off with whatever they are doing, perhaps staring at their desks, and arrive at their idea by what appears to be remote association. Alternatively, they may begin with a paradox or a sudden plunge into what they see as a new idea or an unrecognized issue. Some intuitive writing is hard to read because the ideas are abstractly stated and loosely connected’ (Helson 1982, p. 412). Intuitive writers pay little attention to the literal. Here Helson offers as an example the critic William Empson, famous for his treatment of ambiguity as a literary virtue. His style is engaging, casual (even sloppy in its disregard for accuracy of detail) and is itself ambiguous. It reveals a concern for ‘texture’ far more than structure. Jensen and DiTiberio note that intuitive writers tend to prefer open-ended tasks and that they usually let one idea trigger another, writing quickly with little attention to mechanics, clarity or readability. Intuitive writers value hunches, the imagination, originality and creativity, and they tend to develop their ideas quickly. They also tend to be more field independent than those who are more oriented towards sensing (Jensen & DiTiberio 1984, p. 292; 1989, pp. 11, 53-4, 98, 161). The ‘sudden plunge’ resembles the precipitate water-colour strategy but may also suggest an orientation towards Discovery. Donald MacKinnon reported that (in contrast to an estimated 25% of the general population of the USA), 90% of ‘creative writers’, 92% of mathematicians and 93% of research scientists showed a preference for intuition rather than sensing. In Barron’s study, literary writers were also found to be more intuitive than sensing. Almost exactly as with MacKinnon, 89% of Barron’s literary writers favoured intuition (Barron 1968, p. 245). So in terms of modes of perception, literary writers and scientists may have much in common.


In Jungian theory, thinking is ‘a logical process aimed at an impersonal fact-weighing analysis,’ whereas feeling is ‘a process of appreciation and evaluation of things that gives them a personal and subjective value’ (MacKinnon 1962, p. 489). ‘Those who use the thinking style attempt to organize facts or concepts so that the resulting analysis or structure meets the criterion of truth... Techniques are used to increase distance... Linguistically, the result is a hierarchical structure that seems to buttress the writer’s position as an authority behind a wall of qualifications, distinctions, and impersonal constructions’ (Helson 1982, p. 412). This style, with its ‘language of distance’, is common amongst bureaucrats and academicians. Helson cites as examples the critics William K. Wimsatt and Monroe Beardsley. She refers to their use of ‘the language of formal thinking’, a hierarchical perspective, an emphasis on conceptual structure, a sense of detachment, analytical rigour and impeccable scholarship. Jensen and DiTiberio add that those oriented towards thinking like clear objectives and plans or outlines, and tend to focus on clarity of content rather than on the audience or the process. They tend to apply logical, impersonal criteria, and their style may feature critical analysis, logical organization, and brevity of expression. Jensen and DiTiberio note the suitability of this approach for technical and scientific writing (Jensen & DiTiberio 1984, pp. 293-4; 1989, pp. 14, 58-9, 92, 94, 96). The approach suggests Planners and the use of the architectural strategy.


As regards feeling, ‘This style also has hierarchical aspects, but the criterion of judgement is affective value... In writing, this style may be expressed in somewhat dramatic rhetoric and in many personal references and evaluative words, often appreciative ones about things they like. The informality and personal disclosure create a sense of intimacy’ (Helson 1982, p. 413). Here Helson offers as an example the critic F. R. Leavis, noting the importance of the moral and affective dimension, an emphasis on authentic feeling, a lack of detachment, a close dialogue with texts, and a questioning of easy attitudes. Jensen and DiTiberio add that those oriented towards feeling tend to focus on the audience, and may agonize over choosing the right words, sometimes at the expense of overall clarity or organization. Their language tends to be more expressive (‘I believe’, ‘I like’, ‘I feel’). Such writers tend to write from the heart and are less likely to adhere to outlines. They tend to follow the ‘flow’ of their ideas, and seek to clarify their values or to develop a subjective stance. One such writer reported: ‘Writing allows a person to “let themselves go” and let the pen and paper take total control of mind and hand’ (Jensen & DiTiberio 1984, p. 293-4; 1989, pp. 13, 62-4). This suggests Discoverers and the use of the oil painting strategy.


Where literary and scientific writers may tend to differ is in their ‘evaluation of experience’. MacKinnon felt that a preference for thinking or feeling seemed to be related to ‘the type of materials or concepts with which one deals’ (MacKinnon 1962, p. 489). He found that whilst mathematicians and research scientists tended to favour analytical thinking, literary writers tended to be more overtly subjective and oriented towards feeling (ibid., pp. 489-90). A study by another researcher confirmed this bias amongst literary writers (Barron 1968). And Jensen and DiTiberio associated thinking in particular with technical and scientific writing (Jensen & DiTiberio 1989, p. 96). They also cited McCaulley et al. (1985) to the effect that 60% of males favour thinking whilst 65% of females favour feeling. Planning may be associated with an orientation towards thinking and Discovery with those who favour feeling.


Jensen and DiTiberio also describe writers in terms of judging and perceiving. Those oriented towards judging need order, structuring problems to facilitate solutions and tending to work on tasks one at a time until they are completed. They tend to limit their topics quickly and set manageable goals. Prior to writing, they usually consider how to get things done. They tend to develop and follow a plan. They seem to need to complete a first draft quickly (Jensen & DiTiberio 1984, p. 295; 1989, pp. 15, 68). Such writers seem most likely to be Planners and frequent users of the water-colour strategy. Those oriented towards perceiving tend not to mind a lack of structure, dislike quick decisions, and may regard tasks as unfinished. They tend to be adaptive, flexible and spontaneous. They also ‘tend to select broad topics and dive into reading without narrowing their focus.’ They may have difficulty dividing their writing into sections. Their first drafts tend to be lengthy and need to be cut down. In contrast to those who favour judging they tend not to find it easy to exclude material. They tend to be tolerant of complexity. Some of these traits recall Discoverers and the oil painting strategy. Jensen and DiTiberio report that such writers are often involved in investigative research (Jensen & DiTiberio 1984, p. 295-6; 1989, pp. 15, 69, 75, 97, 99, 161).


The same researchers note that introverts engage in reflection to clarify their ideas, doing much of their writing mentally before putting pen to paper. They like to get ideas clear before writing. They usually plan, write and review, and may pause during writing to plan further. They tend to assume a more distant stance towards the audience (Jensen & DiTiberio 1984; 1989, pp. 10, 36, 42, 73, 87). This suggests Planners and the use of the architectural strategy. In Frank Barron’s study literary writers were reported to be far more introverted than extraverted (Barron 1968, p. 245), though I find this surprising. Jensen and DiTiberio found that extraverts tend to do minimal planning before writing and to use a trial-and-error approach. They often write quickly and impulsively, and may generate ideas by talking about the topic. They develop drafts, postponing polishing. Some even like to dictate their first drafts. Their writing tends to be more geared towards engaging with the audience, and may have an ‘oral’ quality (Jensen & DiTiberio 1984, pp. 288-90; 1989, pp. 9, 35-7, 73, 82, 84). Extraverts show a tendency to be verbalizers whilst introverts tend to be visualizers (Riding 1977, p. 126; Riding & Cheema 1991, p. 209); when asked, ‘Do you pre-figure a shape to your novels?’ E. M. Forster replied: ‘No, I am too unvisual to do so’ (Cowley 1958, p. 29). Jensen and DiTiberio associate ‘discovery’ in writing with extraversion (Jensen & DiTiberio 1989, pp. 38, 45). An orientation towards extraversion also seems to be associated with the use of either the oil painting or water-colour strategies.


Ravenna Helson points out that some writers may find themselves attending to lesser-used Jungian functions at different phases in their careers, or in response to their apparent appropriateness to the subject they are writing about. Exhibit 4.1 summarizes my suggestions concerning possible links between Jungian personality features, and my typification of writing strategies (as well as with Planning and Discovery). Pursuing such psychological complexities in detail is far beyond the scope of this book. Reification is one of the temptations of language which I would prefer to hold in check. I have tried, for instance, not to slip into the habit of referring explicitly to ‘psychological types’, but typifications remain here – they are a useful shorthand. I must stress that even my own Discoverers and Planners do not exist as individuals; they are simply convenient interpretative fictions, useful only to the extent that they shed any fresh light on complex phenomena. No individual can be adequately described as an idealized ‘type’ of any kind: we are all richly ambiguous beings who thrive on our own dynamic tensions and on those involved in the tasks we undertake. But, of course, we are all also aware of – and to some extent even ‘model ourselves’ on (or in contradistinction to) – a variety of cultural ‘types’ which we encounter or create in the course of living.
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Exhibit 4.1: Possible links between personality and writing strategies
Since resonances are important, it is worth noting that in the western tradition the emphasis on the visual tends to be allied with the intellect, whilst the emphasis on the oral is allied with bodily modes of knowing (El Saffar 1991, p. 182). Some commentators also interpret bodily knowing and the oral mode as a feminine principle, in contrast to the supposed masculinity of an emphasis on the intellect and the visual. Many feminist theorists have emphasized the importance for women of writing from or through the body (though others have rejected this perspective: see Showalter 1981; Friedman 1989). W. H. Auden harboured stereotypes of men and women as literary writers: ‘The difficulty for a man is to avoid being an aesthete – to avoid saying things not because they are true, but because they are poetically effective. The difficulty for a woman is in getting sufficient distance from the emotions’ (Plimpton 1977, p. 258). Some (male) psychologists have suggested that ‘whereas men when given the chance tend to produce an analytic or abstract Plan’ for solving a problem, ‘women more often begin by seeking help from others’ (Miller et al. 1960, p. 119). One of my interviewees, a historian, felt that ‘styles of thought are gendered quite apart from one’s actual gender identity as an individual,’ but warned of the danger of stereotyping women as ‘earthy, natural, spontaneous, uncontrollable, and basically like Eve’ (Chandler 1992c, p. 215).


Stereotypical as such images may be, their cultural currency cannot be ignored. With regard to academic writing, Mary Louise Pratt refers to a tendency to associate with women the practice of ‘gradually building up evidence toward the main point rather than stating it at the beginning and then backing it up’ (Pratt 1987, p. 54; see also Goodman 1990), whilst Antony Easthope interprets as stereotypically masculine a desire for clarity of analysis, in which one seeks to ‘keep out irrelevant things, put in what is needed, attack a subject vigorously by marshalling views in support, while all the time guarding against possible criticisms’ (Easthope 1990, p. 44). Easthope also associates with dominant notions of masculinity a desire for mastery, certainty, control and clarity, which may suggest a possible cultural influence leading many males to prefer Planning, whilst some feminists may be inclined to regard Discovery as closer to a ‘feminine’ mode of writing (see Goodman 1990, p. 46). There are clear parallels between stereotypical images of masculinity and femininity, the ideologies of Classicism and Romanticism (Exhibit 4.2), and instrumental vs. poetic modes (Exhibit 2.3).

Values, purposes and the functions of texts

The purposes and basic orientations of writers are also interwoven with underlying values. The history of literature can be interpreted as a recurring interplay between Classical and Romantic values and critical frames (see Abrams 1953; Stone 1967). Particularly in ‘literary’ circles the way writers interpret the act of writing may sometimes reflect allegiances to literary ideologies, typically related to Classical or Romantic values. And it is easy to underestimate the pervasive cultural influence of these literary and artistic movements in terms of the attitudes of less overtly literary writers towards the nature of the act of writing. We may summarize some of the key differences in emphasis as in Exhibit 4.2; this broadly reflects Romantic and Neo-Classical theories which can be seen as referring to different methods of writing.


The Neo-Classical theory refers to a manner of writing which is marked by ‘conscious intention, which therefore involves preparation, deliberation and choice, the details only being left to chance inspiration and the stimulus of the purpose in hand’ (Stone 1967, p. 146). The Romantic theory refers to a manner ‘which is spontaneous and immediate, characterized, we may infer, by singleness of intention, a sense of “having something to say”, but not by a “distinct purpose formally conceived”’ (ibid.). Even in the literary context writers are not so clearly polarized, although Stone insists that ‘there is nothing about which the Romantics are, at bottom, more agreed (or more at variance with their predecessors) than the philosophy of poetic composition’ (ibid., p. 178). Perhaps more subtly revealing are the root metaphors which underlie these ideologies: ‘organic’ in the case of Romantics; ‘mechanical’ for Neo-Classicists. This general characterization of the ideologies of the historical movements of literary Neo-Classicism and Romanticism serves at least as an interpretative framework to which we may relate the values of individual writers.
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Exhibit 4.2: Neo-Classical and Romantic values in writing

In terms of attitudes towards the manner of composition, an emphasis on the importance of conscious design would tend to link Planners with the Classical tradition, and an emphasis on the unpremeditated would align Discoverers with Romanticism. However, this is a tabulation of values rather than of actual writing practices. Since major revision is far from spontaneous, Discoverers may not seem prototypically Romantic. According to one literary scholar, Maynard Mack, the ‘sheer volume of revision’ visible in the manuscripts of the 18th century Neo-Classical poet Alexander Pope can scarcely be matched by anything written even in the following century, so he clearly practised the laborious craft valued by Neo-Classical writers (Mack 1982, p. 322). Mack’s remark also suggests that in his opinion Pope did more revision than many Romantic writers. However, the Romantic emphasis on spontaneity can misleadingly suggest that they avoided revision. As I have already mentioned, even Wordsworth referred to ‘often’ rejecting ‘first expressions’ (Stone 1967, p. 128). My own fairly extensive scouring of the scattered sources which refer to literary writing practices does not at present give me adequate evidence to suggest that the amount of revision a writer does is necessarily related primarily to any allegiance to one or other of these literary traditions. It is worth noting that in analysing their survey of academic writers, Lowenthal and Wason found that pre-planners tended not to enjoy writing, whilst ‘those who could think only as they wrote enjoyed it most’ (Lowenthal & Wason 1977, p. 781). Such values play a part in the way in which writers feel about the various media of writing.


One would expect habitual composing styles to be related in part to how far writers are led by the functions for which they most often employ writing. The analysis of a survey of academic writers led Hartley and Knapper to conclude that some aspects of the composing behaviour of such writers may be related to their subject disciplines: ‘Arts and science writers (on the whole) appear to differ in how they go about writing as a consequence of why they write and how they structure their approach’ (Hartley & Knapper 1984, p. 161). Scientists tend to work ‘outwards’ from their results. At least for experimental papers in science there is a set format; no such clear-cut, explicit ‘templates’ for text structure exist for academic papers in the arts, where many tend to ‘build their structures around a main argument or theme’ (ibid., p. 153). As one biologist pointed out to me, since experimental research papers have a standard format so ‘you’ll tend not to shift [material] from section to section’ (Chandler 1992c, p. 262). But, as the same informant noted, scientific ‘review articles’ are less constrained in format. As Hartley and Knapper acknowledge, any clear distinction between the composing strategies employed in the arts and those in the sciences would be misleading.


Regarding writers in the academic world at least one can make a few limited generalizations about values in the arts and sciences. As one might expect, in Hartley and Knapper’s survey of academic writers, those in the arts ‘were more keen to emphasize the intrinsic rewards of writing’ (such as the satisfaction of sorting out their ideas and developing their thinking) whereas scientists and social scientists tended to stress the pragmatic or instrumental function of writing as a means to an end – ‘to get something published’ or to advance their field. Walter Nash notes that: ‘One might object that “artists” also like to get into print, and scientists are not unconcerned with developing their thinking, but such objections do not disqualify the proposition that academics in the two great divisions of “arts” and “sciences” talk about their disciplines in different ways and present their results in different ways, because they have different sorts of result to present’ (Nash 1990, p. 12).


As to subject-based differences concerning Discovery in writing, in my own survey of 107 academic writers (Chandler 1992c), 60% (18/30) of those in the arts said that they found frequently that an important function of writing for them was to help them to understand better what they thought about a topic, compared to 37% (15/41) in the sciences and 44% (16/36) in the social sciences. Only 20% (6/30) in the arts rarely if ever found this, compared to 39% (16/41) in the sciences and 28% (10/36) in the social sciences. 93% (28/30) of those in the arts agreed that writing was for them a way of thinking, compared to 61% (24/39) in the sciences and 69% (25/36) in the social sciences. 26% (10/39) of those in the sciences disagreed that writing was a way of thinking, compared with 1 person out of 30 in the arts and 5 out of 36 in the social sciences. And in the sciences 75% (30/40) disagreed that they would find it difficult to think without writing compared with 50% (15/30) in the arts and 47% (17/36) in the social sciences. Those who agreed constituted 15/36 (42%) of those in the social sciences, 11/30 (37%) of those in the arts and 6/40 (15%) of those in the sciences.


Writers’ ways of framing their experiences of the act of writing may be influenced to some degree by the kind of writing tasks they most frequently undertake. From this perspective, many people – perhaps most – would swing between the poles of Discovery and Planning according to what they were writing (and probably also according to particular phases in the process of composition). In such a framework a person who seemed more clearly a Planner might be a writer whose writing tasks tended to be fairly formulaic, whilst a Discoverer might be a writer whose tasks were seldom clear-cut. Extreme types would be those using much the same composing style whatever the task.


Even within the context of ‘literary’ writing it has been suggested that the form of the poem and the novel favour Discovery, whilst the play and the short story favour Planning. Malcolm Cowley argues that Planning ‘seems to be dramatistic rather than novelistic. The dramatist, like the short-story writer, has to know where he is going and how he will get there, scene by scene, whereas all the novelists interviewed in The Paris Review are accustomed to making voyages of exploration with only the roughest of maps’ (Cowley 1958, p. 16). I should add that (as later volumes of The Paris Review interviews showed) some novelists are less oriented towards Discovery whilst some playwrights (such as Harold Pinter, Edward Albee and Arthur Miller) seem to favour it.


In the broader context of writing as a whole, Maxine Hairston (1986) has argued that discovery tends to be involved in some kinds of writing far more than in others. The categories she offers relate to what one might call familiarity of form and subject. What she calls Class I writing is simple and routine, including short memos, shopping lists, brief notes and messages to colleagues, friends, family or tradespeople. Such writing does not involve much discovery (or much planning either). Class II writing is more extended and more complex. However, it is ‘self-limiting’: in such cases, writers know most of  what they are going to write in advance. Here, the writer’s main task is to decide how to organize and present ideas effectively for a particular audience. Any discovery is a matter of finding ‘a stance toward the piece’. This type of writing is close to what Christina Haas (1990) refers to as ‘transcribing’ and to what Carl Bereiter and Marlene Scardamalia (1987) (in a developmental account) call ‘knowledge telling’. Such writing is relatively unproblematic. Hairston suggests that it includes feature articles, research reports, technical papers, laboratory reports and case studies, but as Haas points out what really matters is not the written product but the writing processes involved in any given task. 


Class III writing, however, is extended writing in which the writer discovers much of what to write in the act of doing so, both content and form emerging in the process. This type of writing is close to what Haas calls ‘composing’ and to Bereiter and Scardamalia’s ‘knowledge transforming’. Such writing may involve several drafts. Haas adds that it may also require more planning than transcribing does. Hairston offers as examples of such writing scholarly essays, speculative or exploratory articles and reflective philosophical writing. However, apparently similar types of writing might be either Class II or Class III, suggesting that it is the process rather than the product which counts.


As Christina Haas puts it, ‘The choice between composing and transcribing may depend... on the constraints, requirements and opportunities available in and for the task... The choice... is often the writer’s own, made in the context of the surrounding situation’ (Haas 1990, pp. 514-15). It is, of course, not always a conscious choice at all. Haas lists several factors as guiding the use of either ‘transcribing’ or ‘composing’: the writer’s knowledge and experiences; the type of discourse or response sanctioned by peers, group and culture; temporal constraints; available technologies; the expectations of any readers of the text; and prior texts, both the writer’s own and those of other writers. To this list I would add: the text’s stage of evolution, allegiance to Classical or Romantic values, and phenomenological orientation towards Discovery or Planning. 


It is notable that those who identify themselves as being very strongly drawn to one of the poles described do seem to find it difficult to understand (or even tolerate) descriptions of the experience of writing which seem to reflect the practices of the other. Planners often regard Discoverers as madly mystical; Discoverers may consider Planners to be coldly mechanistic. In this sense writers are divided by their language. Writers close to opposite poles of the Planner/Discoverer continuum ‘live in different worlds’ from each other. Indeed, most of the readers of this text are likely to find some individual reports of the experience of writing rather bizarre. One may only crave a suspension of disbelief. What writing means is rich and varied.

5

Form and Content

Exactly as each word of a sentence limits the choice of subsequent words, so that by the end of the sentence you have little or no choice at all, so (you see what I mean? having said ‘exactly as’, I must now say ‘so’) each word, sentence paragraph, chapter, character, description, speech, invention, and event in a novel determines and limits the rest of the novel – but no, I am not going to end this sentence as I expected to, because my parallel is not exact: the spoken sentence works forward only in time, while the novel, which is not conceived or said all at once, works both ways, forward and back. The beginning is implied in the end, as much as the end in the beginning... Each part shapes every other part.

Ursula LeGuin

The functional format of a text is an important framework within which the writer works. Associated with such formal frameworks are a wide range of established conventions and techniques which all contribute to the meanings which are constructed with texts. Written formats exist in a variety of inter-related types including: distributional formats such as books or journals; spatial devices such as lists and tables (brilliantly explored in Goody 1977); and generic formats such as novels or research papers. Generic forms, of course, exist within other frames such as that of the written word and that of the language used.

‘The medium is the message’

In the context of written texts, Marshall McLuhan’s assertion that ‘the medium is the message’ has several variants: that the ‘form’ is the (primary) ‘content’; that the ‘form’ of a text is itself meaningful; and that the separation of ‘form’ and ‘content’ is problematic. With reference to text, ‘form’ has a variety of meanings. It may refer to a specific original written artefact, to the exact ‘form of words’ used, to its structural organization or visual shape, or more generally to a written ‘style’ (as in ‘it ain’t what you say – it’s the way that you say it’) or to a textual ‘genre’ (another slippery term). A neat distinction has in fact been offered between the last two terms mentioned: ‘genre refers to things regularly done and style to a regular way of doing things’ (Scholes 1985, p. 2).


There can be little doubt about the problematic nature of the terms. Whilst it can be useful to employ them (and – Whorfianly – almost impossible to avoid doing so), separation tends to imply the priority of one and the secondary nature of the other. The various stances on this issue have already been encountered in the context of the discussion of Whorfianism in Chapter 2. In the more general context of ‘form and content’, stylistic dualists argue that the ‘same’ content can be expressed in different forms, and stylistic monists argue that form and content are inseparable and that changing a form has implications for meaning. The separation of the ‘content’ of writing from its linguistic form is, of course, an application of what Michael Reddy called the conduit metaphor. The assumptions of this metaphor are embedded in the notions that form is a container into and out of which (‘liquid’ or formless) content is poured and that form is a shaper of content or a shape given by content. The metaphor of form as a container suggests: the separability of form and content; that content can be unproblematically poured into different containers; and that forms await content like empty containers. As I have mentioned, in literary theory this is a position adopted by Neo-Classicists who portray language as merely the dress which thought puts on. From such a perspective thought and language are presented as separable: ideas come first, words and forms later – as with my Planners. In contrast, for Romantic literary theorists, content is inseparable from form (style, structure and wording) (Abrams 1953, p. 291; Stone 1967, pp. 122, 132).


To adapt the words of T. S. Eliot’s Sweeney: ‘I gotta use words when I write to ya.’ We cannot merely write ‘writing’: whatever we write has both content and form. Written forms cannot even exist without some kind of linguistic ‘content’, and in this sense can have no ‘meanings of their own’. This is not to deny that the use of one form rather than another may be meaningful; the form used contributes to the making of meaning (textual forms are far from unrelated to their conventional functions). Form and content are, of course, regarded as most closely inter-dependent in literary writing, particularly in poetry, where one finds the most self-conscious awareness of linguistic style. Literary writing foregrounds form. Writers who see themselves as artists may subscribe to the aesthetic doctrine that the form – or rather their text in its original form – is the work of art. But it is not only in ‘literary’ writing that textual forms are involved in the shaping of meanings; outside the literary context such shaping is simply less apparent.


The visual forms ‘in’ which textual meanings are framed give rise to meanings which I see no reason to refer to as ‘secondary’. Such features as size, spatial layout and typography help to identify texts as tables, lists, poems, journal papers, textbooks and so on. Such visual forms seek to guide the way in which the reader reads the text (and constrain the way in which the writer writes it). In this sense they constitute a basic interpretative framework. Where the functions of the text (and the purposes of its users) are primarily pragmatic rather than aesthetic such forms tend to retreat to transparency (though this is not to dismiss their potency), whereas aesthetic applications often draw particular attention to such visual features.


The conventional (structural and stylistic) form of any text can influence the writer’s intended meanings because of its functional characteristics (which are adapted to certain kinds of purposes rather than others). In some contexts such influences of form on the writer’s intended meaning are minor; in others they assume considerable significance. Such influences or constraints are sometimes experienced as restrictive, sometimes as generative. McLuhanites typically exaggerate and overgeneralize the phenomenon. For instance, John Culkin writes that: ‘the form of communication not only alters the content, but each form also has preferences for certain kinds of messages’ (Culkin 1968, p. 245). The first assertion is deterministic, implying inevitability and avoiding the issues of degree and significance; the second assigns autonomous purpose to the form itself. Such a stance ignores the importance of active individual choice. Nevertheless, subtle influences of form are widely experienced by writers as well as by readers.


Donald Murray adopts the McLuhanite stance that form itself ‘is meaning, or a kind of meaning’. He offers some examples: ‘exposition implies that things can be explained; argument implies the possibility of rational persuasion’ (Murray 1978, p. 93). However, it is not the form itself which has meaning, but its use and interpretation: the use of one of these forms by writers (and by readers choosing to read such a text) may be interpreted as implying some degree of belief in the purposes which it arose to meet. Carolyn Miller goes further, arguing that writers learn their ends from their means: ‘What we learn when we learn a genre is not just a pattern of forms or even a method of achieving our own ends. We learn, more importantly, what ends we may have’ (Miller 1984, p. 165). Useful as it is to note the influence of genres on those who use them (the genres within which writers write naturally shed some light on the purposes which gave rise to them) we should be wary of exaggeration here. To suggest that textual genres determine writers’ purposes downplays: the active roles of writers in choosing the genres within which they will work; the ways in which genres change over time in response to changing needs; the extent to which influential groups may even influence the development of a genre; and, of course, the importance of other influences on the adoption of purposes by writers. Nevertheless, there is some truth in the more cautious explanation of the functions of genres offered by David Jolliffe and Ellen Brier: ‘The two components of writers’ knowledge, knowledge of subjects and knowledge of forms and genres, are intimately related... The methods writers are able to use to develop their subjects are sharply constrained by the form that they texts must take. Knowledge of organization, arrangement, form, and genre, therefore, has a heuristic function: writers are systematically led to know their subject matters by systematically considering textual form’ (Jolliffe & Brier 1988, pp. 46-7).

Intertextuality

For the present purpose it will suffice to use the term ‘genre’ to refer not to any particular theorist’s taxonomy but to the cultural artefacts whose existence is explicitly acknowledged by writers and readers who use them. So academic genres include ‘research papers’, ‘monographs’, ‘theses’, ‘essays’ and so on. Generic conventions are familiar to all those who use any written genre, although rarely articulated other than when they are ‘broken’. An attention to genre is important in highlighting what modern literary theorists have referred to as the intertextuality of writing: all texts exist in relation to other texts. Indeed, it might be argued that texts owe more to other texts than they do to their ostensible authors. The most obvious links in the text itself range from explicit quotation to indirect allusion. But there are, of course, always invisible links to other texts. The work exists within a genre with conventions which link it to all other members of that genre (past, present and future).


In this sense, form is never under the writer’s complete control. Even a work of art is never truly ‘original’: it has much in common with those that preceded it, and its very differences are significant only by comparison. The historical significance of an artefact is generated by interpreters forever re-siting it in relationships to others which were antecedent, contemporary and subsequent. In their making of meanings with texts both authors and readers bring to bear their knowledge of related texts in the relevant genre. The framing of any genre (such as ‘experimental report’) by broader groupings (such as ‘academic writing’, ‘scientific paper’ or ‘journal submission’) contributes further to the shaping of meaning. A text also deals with issues explored in other genres (the portrayal of events, for instance, may be familiar from historical novels), and the ways in which writer and readers make sense of it may be influenced by their awareness of such other treatments. A text exists within a vast ‘society of texts’; no text is an island entire of itself.


Even a limited tracing of links between any given text and others can be no more than provisional (time changes everything), and contingent upon the readers involved, who make both conscious and unconscious links of their own. Intertextuality is a dynamic phenomenon. And interpretation of a text is guided by the perspectives of the social groupings to which readers belong and by the social contexts in which they are reading the text. The society of texts cannot be divorced from the interpretative communities which give it meaning. As with other uses of language, insofar as they must to some extent accommodate to the available forms, all writers join an existing and on-going textual conversation. In a sense, too, all texts are ‘about’ other texts. One can apply to academic writing George Steiner’s observation (about literary writing) that ‘a previous work or body of work is, in some degree, the raison d’être of the work in hand’ (Steiner 1975, p. 461). Academic papers are not self-contained wholes, but may be bound to other texts in many ways: literally, in the case of journal articles or contributed chapters (where they are part of a fixed sequence of texts within the same binding); in a publisher’s ‘series’; as well as less obviously – in structure, style, and allusions. Each bond contributes to framing its meaning and invites comparison.


The cardinal sin in academia is plagiarism, which we may define as the presentation as one’s own of ideas or phraseology knowingly derived from other writers. One may, of course, make use of the ideas of others, since as one wit has observed, ‘when you take stuff from one writer, it’s plagiarism; but when you take it from many writers, it’s research’ (Wilson Mizner, cited in Andrews 1987, p. 195). In academia, the synthesis of ideas from diverse sources is acceptable in certain contexts (such as in textbooks, interdisciplinary works and ‘popular’ books). However, in all texts which they make public and wish to be regarded as academic, writers are expected to acknowledge explicitly any specific sources of ideas and phraseology of which they are aware. Such citations are indeed a basic distinguishing mark of ‘scholarly’ texts (they are sometimes noticeable by their absence from the ‘essays’ of those who see themselves as ‘intellectuals’). Indeed, the learning of such referencing practices is a key feature of successful student writing in the humanities and social sciences. Over and above this basic acknowledgement of direct intellectual debts, some degree of ‘originality’ is seen as a mark of academic distinction.


Whilst the ideas of academic writers may sometimes exhibit originality, the basic formats of academic texts seldom do: they are, to varying degrees, standardized documents. The most extreme case of a standardized document is that tool of bureaucracy ‘the form’. But to the extent that human beings experience an aesthetic or psychological need to ‘fill in’ (in American usage, ‘fill out’) a form, it may be that to some extent all writing (which is always ‘within a form’) involves such ‘filling in’ (or out). In academia, publishing outlets favour or require distinctive styles or structures, and academics must therefore decide how far they are prepared to tailor their meanings to their interpreters. In particular, academic papers submitted to journals are usually required to conform to explicit policies regarding such features as: referencing styles; typefaces for titles, subtitles and emphasis; alternative spellings; abstracts; biographical details; and acknowledgements. Journals differ in the tightness of such policies, which have ideological implications of their own. Whilst the advantage of standardization for the reader is clear (for instance, enabling regular readers of a journal to concentrate on the ideas in a text rather than on the structure), all such aspects of ‘house style’ contribute to framing the writer’s text in ways which writers may sometimes regard as distorting their meaning (even before readers impose their own).


The use of what is sometimes called ‘scholarly apparatus’ (such as introductions, acknowledgements, section headings, tables, diagrams, notes, references, bibliographies, appendices and indexes) – often conceived of as being around ‘the text’ (as if the apparatus were a secondary feature) – is what makes academic texts immediately identifiable as such to readers. In this sense scholarly apparatus could be described as a primary feature of academic texts; that which is common to the overall genre. Without what the relevant readership considered to be an appropriate subset of such apparatus, an academic text would be unlikely even to be published. It is difficult for academics to take seriously as academic texts those which do not conform to their expectations regarding textual conventions. The use of scholarly apparatus thus contributes to the academic status of the text it frames (in some cases perhaps carrying disproportionate weight).


From the media theory perspective what matters most about generic formats is their role in mediating meanings. To varying extents, the formal features of genres guide the ways in which texts are interpreted: they establish the relationship between writers and readers. Even titles, subtitles, headings and subheadings seek to guide the reader’s interpretation of the text. Biographical details and acknowledgements frame the text, for instance, by presenting the writer as a particular kind of academic specialist. The placing of authors’ names and university affiliations prominently at the top of the article helps to create a cumulatively impressive effect. Acknowledgements (a rare example of explicit authorial allusion to the social nature of writing) associate the writer with others who have established professional reputations. The crediting of research funding bodies serves to suggest the public credibility of the work. The formal features of a genre embody functional priorities, supporting certain uses rather than others. Textual genres, with their identifying structural and linguistic conventions, can easily be recognized as such by readers. The primary value of conventional formats to experienced writers and readers is similar to the value of linguistic categorization: the reduction both of complexity and of the obtrusiveness of the medium. As Richard Coe points out: ‘Form... motivates a search for information of a certain type: when the searchers can anticipate what shape of stuff they seek, generation is less free, but much more efficient; by constraining the search, form directs attention’ (Coe 1987, p. 18). The relative predictability of a fairly standardized format offers to readers the advantage of easier, speedier reading or faster location of parts, and to writers the advantage of not needing to devote so much attention to rhetorical goals and strategies.


The main disadvantage of generic conventions for writers is that for some purposes they may experience a sense of unwelcome constraint in feeling obliged to operate within a particular set of conventions. It may be that such writers are especially conscious that the use of particular forms can be meaningful. Richard Coe considers that both for the writer and reader, ‘A form may be generative insofar as it motivates a search for more information; but any form also biases the direction of the searching and constrains against... information that does not fit the form,’ and for the writer, some ideas may be ‘very difficult (if not impossible)’ to shape within the constraints of a conventional form (ibid., p. 20). In general the more dramatically an author departs from the expected generic conventions the more likely it will be that resistance will be encountered from publishers and readers. Genres do adapt to changing purposes, but widespread changes in generic conventions take time. Whilst the transparency facilitated by such features may serve pragmatic functions, both aesthetic and political considerations should lead us to ask whether particular examples of generic forms should exhibit their mediational roles more visibly and should invite more active involvement by the reader.

Academic writing

Academic knowledge has to be expressed largely by means of language, and cannot avoid being ‘a form of words’. Academic written genres both shape and are shaped by the epistemological assumptions of the disciplines which use them. In this sense, the forms which academic writers and readers use contribute to the making of meanings. The credentials of papers are established partly by the extent to which their style and structure appear to conform to norms associated with a disciplinary paradigm (Bourdieu 1988, p. 29). Certain words, for instance, are conspicuous by their absence from particular academic fields or schools of thought: the term ‘introspection’ is avoided by many psychologists who nevertheless employ ‘self-reports’. The forms employed by academic writers signal their disciplinary allegiances. And yet, as Laurel Richardson points out, academics rarely show any recognition of their writing practices ‘as cultural/political choices, much less see how they are personally affected by those practices’ (Richardson 1992, p. 126).


In their writing, academic authors ‘claim authority and solicit the reader’s confidence in their professional judgement, commitment to right thinking values, reliability as selectors and interpreters of evidence, fair-mindedness, interest only in the truth, awareness of possible bias, and confidence that their approach is fruitful and their endeavour valuable’ (Dillon 1991, p. 110). They do this in many ways, and in doing so they employ rhetorical strategies. In common usage we refer dismissively to ‘heated rhetoric’, ‘empty rhetoric’ and ‘mere rhetoric’. However, rhetoric is not stylistic ornamentation but persuasive discourse. All academics make use of argument, and argument involves rhetoric. Consequently, academic writing is unavoidably rhetorical, though writers seldom acknowledge and often deny its presence in their writing. Rhetoric is often contrasted with rationality and allied with radical relativism or nihilism. Such assertions, of course, represent rhetoric at work (just as when we contrast the ‘hardness’ of the sciences with the ‘softness’ of the humanities). Rhetoric is not simply a matter of how thoughts are presented but is itself an influence on ways of thinking which deserves serious academic attention. Adopting a literary or rhetorical approach can assist us in ‘seeing through’ or ‘deconstructing’ academic discourse. Charles Bazerman has pioneered the study of the rhetoric of academic texts, particularly in the sciences. His important paper, ‘What Written Knowledge Does’ (1981) compared rhetorical strategies in papers from science, social science and the humanities (specifically molecular biology, sociology and literary criticism). He analysed single samples from each of these fields in relation to four contexts, which he referred to as: the object under study; the literature of the field; the anticipated audience; and the author’s own self. Bazerman argued convincingly that differences between the texts regarding these four features revealed much about the noetic character of their disciplinary perspectives: the various uses of textual conventions represented different ways of knowing. Kristine Hansen, contrasting two social science papers, similarly argued that their rhetorical conventions reflected ‘some of the epistemological assumptions of the dominant research model in its author’s discipline’ (Hansen 1988, p. 167). These assumptions concerned ‘what can be known, how it can be known, and how certainly it can be known’ (ibid., p. 172). My own rhetorical comparison of three academic papers suggested that written style and structure may both reflect and subvert a writer’s overt epistemological stance (Chandler 1992c, App. 4). Bazerman’s analysis illustrates that academic ‘texts serve as dynamic mediating mechanisms creating those elusive linguistic products we call knowledge’ (Bazerman 1981, p. 379). Academic authors construct texts which define particular realities and modes of knowing.


James Carey points out that ‘There is no way to do intellectual work without adopting language that simultaneously defines, describes, evaluates and acts toward the phenomena in question’ (Carey 1989, p. 101). And argument features in almost all academic papers. Quite apart from Nietzsche’s point that there are no facts but only interpretations, ‘facts’ do not ‘speak for themselves’: academic writers have to argue for their existence. Perhaps the most important contribution of rhetorical studies of academic writing is their demonstration that academic papers are not unproblematic presentations of knowledge, but are subtle rhetorical constructions with epistemological implications.


To varying extents all writers attempt to control the ways in which their texts are interpreted, and academics are no exception. Nigel Gilbert and Michael Mulkay have reported that in contrast to informal accounts of research work (such as in interviews), in research papers the existence of opposing perspectives ‘tends to be ignored or depicted in a way which emphasizes their inadequacy, when measured against the “purely factual” character of the author’s results’ (Gilbert & Mulkay 1984, p. 47). The references listed in academic texts commonly support the writer’s argument; sources representing unanswered criticisms seldom feature prominently. Indeed, in academic papers references can be seen: as payments in kind (Ravetz 1971); as quasi-legal precedents (Ziman 1968); as a form of persuasion, a way of displaying allegiances and of borrowing authority (Gilbert 1977); as a demonstration of membership in the relevant discourse community (Bavelas 1978); or as a means of creating a personal research space (Swales 1990). Self-citation can be used manipulatively too. Michael Mahoney and his colleagues have shown that manuscripts containing citations of the author’s own publications are less likely to be rejected by referees (Mahoney et al. 1978).


The stylistic formality of academic writing (in particular the use of complex sentences) and the use of non-essential jargon also tends to suggest to readers that the authors who use it are not interested in talking to anyone who is not already part of the ‘conversation’. By disguising authorial fallibility and bias, and the situatedness of writing and knowing, this style of writing empowers the writer as an expert ‘producer’ of knowledge whilst treating the reader as a passive ‘consumer’.

The authorial ‘I’

The dominant stylistic convention in most academic writing is still what Clifford Geertz has referred to as ‘author-evacuated’ (as opposed to ‘author-saturated’) prose (cited in Elbow 1991, p. 145). Although recent ‘reflexive’ writing in the social sciences has been seeking new directions (in line with shifting epistemological assumptions), the traditional expectation has been for academics to ‘to write papers in prose, reference others, place our work in a lineage, objectify the topic, and focus on the expressed topic rather than on the self-as-producer’ (Richardson 1992, p. 125). The dominant tradition has denied the authorial presence in an attempt to portray the treatment of the subject as ‘objective’. Subjective experience is suppressed; even the word ‘I’ is avoided. Authority is often established (paradoxically) through the apparent absence rather than the presence of an individual writer’s voice, as if an author’s purposes were not involved. We might refer to this feature as promoting the ‘Unintentional Fallacy’: as if knowledge revealed itself and the writing wrote itself independently of any authorial intention; as if the writer were a passive medium for objective truth. I asked an academic lawyer if it was important for him to feel that he was ‘in’ his writing: ‘Yes, that’s my preference, for it to be seen as [his surname] writing this and not to be too detached about it.’ He added: ‘Left to my own devices completely I think I would tend to use the first person quite a lot’ (Chandler 1992c, p. 246). He was the only one of my academic interviewees who adopted this line. A historian told me that in advising students: ‘I make the case against using the “I”. It always seems to me it’s like the club bore or hitting someone over the head with a hammer all the time. It’s too insistent.’ For him, it was a matter of ‘social modesty’. He noted that: ‘I quite like the anonymity of authorship in that modern sense.’ In his very first paper he had felt it necessary to say ‘something quite personal about where I stood... So I did actually literally have a postscript which did all that... Now since then I haven’t... felt the need to do it and I suspect... one’s ability to do it effectively... I think it’s often position taking, self-regarding, posturing’ (ibid., p. 219).


Scientific writing tends to offer the most extreme examples of author-evacuated prose. In interviewing a biologist, I pointed out that in his mini-review article it was not explicit that a model he was proposing was his own suggestion: I wondered how obvious that would be in an article which was ostensibly a research review. He commented: ‘You’d very rarely see that in a scientific article, somebody praising themself, blowing their own trumpet... It just is a fact [that in] scientific writing they would let their own personality intrude as little as possible.’ I suggested that ‘the disadvantage might be that the model seems to emerge from nature... Nobody has created it at all – it was there.’ This did not seem to be an issue for him. At least, he felt that ‘it’s a self-correcting problem... because if anybody else wants to cite that they will always refer to your article, you see... So you don’t need to push yourself.’ He showed me a paper by another author which noted ‘in a recent review, [his surname] has proposed a mechanism to account for...’ He noted: ‘So if you like I’ve got the credit for that because people quote your name.’ He agreed that his readers would read it in such a way as to know that the author was proposing a model (ibid., p. 265).


The same scientist told me that in scientific writing, ‘style is less important’ than in other academic writing (ibid.). It is only relatively recently that scientific discourse has been seriously considered as rhetorical rather than as epistemologically neutral and as transcending sociohistorical contexts. Skilful rhetorical strategies are needed to set up a structure within which facts may appear to ‘speak for themselves’. Bazerman has illustrated the rhetorical strategies employed by behaviourists and other positivists to simulate neutrality (Bazerman 1988, pp. 257-77). The scientific desire to avoid rhetoric is profoundly rhetorical. Science has to be rhetorical to communicate and convince. ‘Over time, a discipline develops regularized, sometimes explicitly codified, ways of presenting arguments. These ways amount to rhetorical strategies for persuading an audience within the discipline to accept the claims of the arguer’ (Hansen 1988, p. 172).


Gilbert and Mulkay have noted that in scientific research papers ‘neither the author’s own involvement with or commitment to a particular analytic position nor his social ties with those whose work he favours are mentioned.’ Scientific writers thus ‘construct texts in which the physical world seems regularly to speak, and sometimes to act, for itself. Empiricist discourse is organized in a manner which denies its character as an interpretative product and which denies that its author’s actions are relevant to its content’ (Gilbert & Mulkay 1984, p. 56). Such a style of writing reflects a stance of epistemological realism, which assumes that there is an objective physical world existing ‘out there’, independently of the perspectives of knowing beings and of their social frameworks. But as with any mode of discourse, scientific language does not simply ‘mirror reality’ – it constructs it. Writing cannot be an unproblematic representation of some objective reality. ‘Reality’ always has authors, and all written texts offer only their particular authors’ constructions of realities. However, traditional scientific writing invites the assumption that the language it uses is indeed neutral, ‘clear’ or ‘transparent’ to ‘reality’, a window on the naked truth of ‘the world outside’. Antony Easthope argues that such a style of writing ‘tries to be styleless’ and is a stereotypically ‘masculine’ style (Easthope 1990, p. 79). It suggests a plain and simple statement of fact, in contrast to a style which draws attention to itself and which visibly displays an attitude towards what it describes. An apparent transparency of written style disguises authorial agency, in academic writing no less than in openly fictional narrative. The use of terms such as ‘observations’ rather than ‘interpretations’, ‘reports’ rather than ‘arguments’, and ‘findings’ rather than ‘inferences’ serves to obscure the involvement of human subjectivity.


The ideological rhetoric of science insists on a ‘rational’ and empirical style of discourse featuring quantification and avoiding ‘value judgements’ and ambiguous or overtly figurative language in the interests of ‘objectivity’ (see Exhibit 5.1). The scientific distaste for explicit metaphor springs partly from an understandable desire to minimize ambiguity. Scientific writers give a far higher priority to the attempt to avoid ambiguity than do literary writers. In literature and the arts a certain amount of ambiguity may sometimes even be considered desirable – a feature which invites greater interpretative involvement by readers. In contrast, a key goal of authors of scientific writing is for their texts to have a single, clear, precise and unambiguous meaning: that which the authors intended. There are several problems with this: meaning in writing always involves some active interpretation by the readers; unconscious as well as conscious meanings are embedded in all discursive practices; and metaphor cannot be banished from language.


•
frequent use of the passive voice and impersonal subjects for verbs (e.g. ‘samples were collected’ rather than ‘I collected samples’);


•
nominal (noun-phrase) constructions without a finite verb (e.g. ‘heated samples’ rather than ‘samples which were heated’); this avoids personality as well as tense compared with a verbal construction, and contrasts with conversational usage (suggesting specialized technical usage);


•
attributing agency to the text itself (in such expressions as ‘this paper explores’), as if the research proceeded independently of the author;


•
an avoidance of expressive figures of speech;


•
frequent use of abstract nouns formed from verbs and adjectives;


•
frequent use of technical terms;


•
simple sentence structures; and


•
a minimal use of conjunction between clauses and sentences.

Exhibit 5.1: Linguistic features of scientific writing

Various terms are typically used to describe ‘scientific’ language, such as (and often preceded by ‘purely’): ‘literal’, ‘factual’, ‘neutral’, ‘denotative’, ‘representational’, ‘referential’ and ‘objective’. The use of such terms suggests the belief that language can be made to correlate with the objective world. No clear distinction can be made between scientific language as ‘literal’ and literary language as ‘figurative’: the interpretative issue is one of how apparent or explicit the metaphorical language is. Theoretical models are metaphors. Neither can one distinguish scientific language as ‘denotative’ – ‘meaning what it says’ – and literary language as ‘connotative’ – meaning something more. Language embodies human values and cannot be treated simply as a vehicle for presenting transcendent ‘facts’. Descriptive language is also evaluative. Scientific writing is not value-free: rather, it is invested with a value that Stanley Fish has characterized as ‘the pretension of no attitude’ (Fish 1980, p. 53). An apparent ‘plainness’ of style and ‘precision’ of language in scientific writing, far from making phenomena ‘clearer’, obscures the dynamic complexity of their nature. One commentator has gone so far as to suggest that in its firm, invisible, and disavowed guidance of the reader’s interpretation, the instrumental mode of scientific writing is not simply a ‘stylistic consideration’ but represents an obscurantist and ‘paternalistic’ ideology (Alexander 1978, p. 23).


Fish astutely points out that scientific writing which seeks to consist of ‘neutral and styleless statements’, insofar as it yields meanings easily, involves a sub rosa meaning: ‘it asserts (silently but effectively) the “givability”, directly and simply, of information’ (Fish 1980, p. 29). And a complete text of this kind ‘will be telling us that all the time; and that, rather than any reportable “content”, will be its meaning’ (ibid.). As noted in Chapter 1, Fish argues that meaning is not ‘given’ but is actively constructed by readers. Whatever they ‘say’, tidy, well-ordered and apparently unproblematic sentences also declare the tidy, well-ordered and unproblematic character of the phenomena they refer to: this is what such sentences ‘mean’. Interpreting this more broadly in terms of media theory we may be tempted to assume that Fish might endorse McLuhan’s slogan that ‘The medium is the message.’ However, far more subtly, his argument is that meaning emerges from the ways in which we engage with the medium.


In the humanities, where acts of interpretation tend to be more visible, a ‘literary style’ is valued, and may even be part of one’s academic reputation. One of the historians I interviewed attached great importance to the ‘expressive’ quality of writing. He also acknowledged the role of rhetoric: ‘History is a branch of rhetoric in a sense. It’s language which is used to not just provide information and present a logically plausible case but it’s also used to move, to evoke, to describe, to excite – all these things.’ He was happy for this to be called a ‘poetic’ use of language. He particularly liked to explore metaphors. He enjoyed ‘getting a little bit more close to creative writing’ (Chandler 1992c, p. 219).


In the social sciences tensions exist regarding the use of ‘literary’ styles. The sociologist Pierre Bourdieu pointed out that ‘writing too well... undermines the impression of scientificity,’ adding sardonically that writing badly can produce an impression of profundity. As an example of the latter Bourdieu instanced philosophy, but I suspect that many others would suggest sociology (Bourdieu 1988, pp. 29-30). Another sociologist, Robert Merton, argued for a scientific style:

Contributing to the tendency for sociological exposition to become lengthy rather than lucid is the tradition – inherited slightly from philosophy, substantially from history, and greatly from literature – of writing sociological accounts vividly and intensely to convey all the rich fullness of the human scene. The sociologist who does not disavow this handsome but alien heritage becomes intent on searching for the exceptional constellation of words that will best express the particularity of the sociological case in hand, rather than on seeking out the objective, generalizable concepts and relationships it exemplifies – the core of science, as distinct from the arts... The closer he approaches eloquence, the farther he retreats from methodological sense... In extreme cases, the hard skeleton of fact, inference and theoretical conclusion becomes overlaid with the soft flesh of stylistic ornamentation... Other scientific disciplines – physics and chemistry as much as biology, geology and statistics – have escaped this misplaced concern with the literary graces. Anchored to the purposes of science, these disciplines prefer brevity, precision and objectivity to exquisitely rhythmic patterns of language, richness of connotation, and sensitive verbal imagery. (Merton 1968, p. 70)

The irony here, I think, is that Merton’s own very personal style here is itself full of ‘literary graces’ such as carefully balanced sentences and rich imagery (note the ‘hard skeleton of fact’ versus the ‘soft flesh of stylistic ornamentation’).


In the last decade or so, the rhetoric of impersonality and objectivity which has been dominant across the academic disciplines (most clearly in the natural sciences) has been increasingly challenged in the social sciences. Amongst qualitative researchers (particularly ethnographers) and for those in the humanities, structures tend to be relatively looser and styles rather more openly interpretative and personal than in science. Writers in the social sciences have increasingly attempted to adopt a more reflexive style. However, the use of such a style tends to be constrained by the desire of writers not to lead readers (or even publishers) to reject their work as relativistic, self-indulgent or narcissistic.
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Exhibit 5.2: The shaping of experience (adapted from Koestler 1970a, p. 334)

Coming from the social sciences (where the arts and sciences meet), Clifford Geertz (1983) has stressed the increasing blurring of the old boundaries of academic disciplines and their modes of discourse. Clear-cut dichotomies such as that between ‘the arts’ and ‘the sciences’ spring from digital modes of description. I cannot resist referring to a witty observation (variously attributed) to the effect that ‘the world is divided into those who divide people into two types, and those who don’t.’ An awareness of mediation (and of relativism) is allied to analogical modes of description, which emphasize continua and relative degrees of similarity or difference. Arthur Koestler offered an impressionistic graph of the sciences and arts as a continuum, which I have adapted a little (see Exhibit 5.2). He labelled the axes ‘objectivity’ and ‘subjectivity’ (subtitling these respectively as ‘verifiable’ and ‘emotional’), though such labels seem inadequate, and the axes problematic. For Koestler, moving down the curve from the sciences to the arts represented the steady diminishing of the dimension of ‘objective verifiability’ and a corresponding increase of the ‘intuitive’ or ‘aesthetic’ dimension (Koestler 1969, p. 28). Elsewhere he also referred to subjects in this spectrum in terms of the relative ambiguity of their formulations, and the relative importance of interpretation (ibid., pp. 244, 333). These seem richer distinctions. However, all such formulations are very linear, and there is far more overlap between subjects and diversity within them than a tidy graph could reveal.


The role of interpretation is widely considered to underlie differences between the arts and sciences. Robert Merton, for instance, argued that:

Where the historian awaits with equanimity and almost with happy resignation different interpretations of the same data, his scientific colleagues regard this as a sign of an unstable resting point, casting doubt on the reliability of observation as well as on the adequacy of interpretation... Effort is centred on successfully eliminating these differences of interpretation in science, because consensus is sought in place of diversity... [But] the arts centre on difference – as expressions of the artist’s distinctive and personal, if not private, perceptions. (Merton 1968, p. 502)

Writers in the arts are generally more likely than others to be openly subjective, and some ‘literary’ writers might even be writing explicitly about themselves, whereas a mathematician, for instance, told me: ‘I don’t have any of this grand view of putting down things which somehow represent me’ (Chandler 1992, p. 251). Scholars in the humanities and to some extent in the social sciences are more likely to foreground the role of interpretation. Two of the historians I interviewed emphasized that they could offer only provisional interpretations of events, and distanced themselves from an ‘objective’ stance (ibid., pp. 222, 228-9), whereas the same mathematician told me: ‘I tend to write around formulae rather than express opinions’ (ibid., p. 251). However, variety exists within each field: for instance, not all poets foreground subjectivity, and, like some social scientists, the stance of the historian G. R. Elton is an objectivist one.


Disciplinary differences in the need for consensus are reflected in the use of written language, with that towards the arts end of the continuum tending to be more overtly expressive compared with the relatively impersonal language of formal scientific writing. Since language is unavoidably metaphorical such differences can only be a matter of degree. E. N. Barker, a psychologist, described the expression of experience as a continuum ranging from the less formulated apprehension of everyday life to the formal exposition of theories. Movement in this continuum towards precision reflects the scientist’s desire to communicate ‘findings’ with the minimum of ambiguity. From the media theory perspective we may note that whilst the increasing precision and ‘rigour’ of ‘scientific objectivity’ extends the possibility of ‘interpersonal agreement’, it often involves a reduction of the rich subtlety and ‘completeness’ of less formalized language. ‘Only the events which can be “caught” by the existing “net” of defined words and operations and instruments can now be herded into the area of formal scientific discourse’ (Barker 1972, p. 17).


Susan Peck MacDonald has offered a useful interpretation of academic writing in terms of a continuum with regard to ‘problem definition’: ‘with literary interpretation near one end and scientific writing near the other’ (MacDonald 1987, p. 315). Unusually for someone in the arts she interprets academic writing as a problem-solving activity (though she adds that ‘solutions’ are not necessarily offered). She argues that insofar as academic writing is concerned with argument, the subject ‘either already is or is soon turned into a problem before the writer proceeds’ (ibid., p. 316). However, in the humanities (her focus is on literary interpretation) problems are far less defined, and problem solving is ‘far less regularized or conventionalized’ than in the social or natural sciences, partly because of ‘the nature of the literature’ (MacDonald 1988, p. 218).


Academics in the social sciences tend to be divided in allegiances either to the humanities or to the natural sciences. This is reflected in their purposes, practices and texts. For instance, those who veer towards science emphasize explanation and prediction, whilst those who favour the humanities adopt a ‘hermeneutic’ approach, emphasizing interpretation and understanding. The writing of the former group tends to resemble that of physicists, whilst that of the others often resembles that of philosophers, literary critics or even novelists.


I referred in Chapter 1 to Roland Barthes’s notion of writerly and readerly prose: writing which is respectively more or less open to active interpretation by the reader. Although the referential order of these two terms may seem counter-intuitive, the notion may lead to a potentially useful interpretative framework. However (appropriately!), it is also insufficiently explicit for direct application to texts other than the one to which Barthes applied it. I would suggest a provisional tabulation of its structural and stylistic implications roughly as in Exhibit 5.3.


This bears some relationship both to the characterization of Neo-Classical vs. Romantic values (Exhibit 4.2) and to instrumental vs. poetic uses of language (Exhibit 2.3). Norms for written style are at the most readerly in science and at the most writerly in the arts, although academic writing in general is still strongly skewed towards the readerly – authorial mediation is typically expected to be transparent. I would suggest that within this framework there has been some tendency for recent humanistic writing to shift slightly towards a more writerly mode. This increasingly tends to include rather more informal styles and more open structures than in traditional academic writing. The terms in which academic writers choose to describe particular texts they produce are revealing here: research ‘papers’ also tend to be readerly, whilst ‘essays’ tend to be more writerly. It should be added that writerly intentions could easily become an excuse for writing that is simply sloppy: the production of genuinely writerly texts demands considerable skill.
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Exhibit 5.3: Stylistic and structural features of writerly vs. readerly texts

Structures

Generic textual formats are, to varying degrees, formulaic in structure. Powerful as they may sometimes be, the ‘rules’ of closure in a text are only a convention. It has been suggested that a linear structure is more characteristic of expository prose in English than in other languages, and that the conventions are as follows: ‘A clearly defined topic, introduction, body which explicates all but nothing more than the stated topic, paragraphs which chain from one to the next, and a conclusion which tells the reader what has been discussed... no digression... is permitted on the grounds that it would violate unity’ (R. B. Kaplan & S. Ostler, cited by Swales 1990, p. 65). Such structural conventions are associated by some theorists with ‘masculine’ rather than ‘feminine’ modes of discourse (Goodman 1990; Easthope 1990). Masculine modes are held to involve clearly observable linear structures with ‘tight’, orderly and logical arguments leading to ‘the main point’ without backtracking or side-tracking. They can be seen as ‘defensive’ structures which seek to guard the author against academic criticism. As such these structures tend to support ‘masculine’ modes of discourse and to exclude ‘women’s ways of knowing’. Even without tying such conventions to gender bias it is clear that they facilitate certain modes of discourse and frustrate others.


One of the features which Anthony Easthope (1990) characterizes as stereotypically ‘masculine’ is a concern for seamless textual unity. Formal writing in general tends to have less obvious ‘loose ends’ than does casual discourse. Whilst, for the existentialist at least, there are always loose ends in the interpretation of experience, in most academic writing ‘loose-ends’ are considered to be ‘out of place’: stylistic seamlessness, unity and coherence are expected. Even Donald Murray (who describes himself very much as a Discoverer) feels that ‘the process of discovery... is not, and should not be, apparent in a finished work. After a building is finished, the flimsy scaffolding is taken away’ (Murray 1978, pp. 90-1). Another author, drawing attention to this, remarks: ‘the seams do not (I hope) show’ (Smith 1982, p. 2). Seamlessness has a particularly high priority in science. Warren Hagstrom comments that ‘the scientific article is expected to be a finished and polished piece of work’ (Hagstrom 1965, p. 31). A cohesive structure reinforces a sense of the argument as ‘coherent’. The tidiness of academic texts may also misleadingly suggest the enduring nature of the positions which they represent.


The basic three-part structure of introduction, main body and conclusion is satirized in the sardonic advice: ‘First say what you’re going to say, then say it, then say what you’ve already said.’ Whilst this formulation masks the inexplicitness of academic writing, it highlights its structural closure. Structural closure suggests that ‘the matter is closed’ – that the text is ‘finished’. This sense of fixity may be particularly frustrating for authors who are Discoverers, who may feel the need for constant revision of their own texts, and that their texts are always ‘unfinished’. Seamlessness and sequential structures reinforce an impression of the ground having been covered, of all the questions having been answered, of nothing important having been left out. Though it is a lie, closure suggests mastery of the material through its control of form. As David Lodge puts it, ‘scholarly discourse aspires to the condition of monologue inasmuch as it tries to say the last word on a given subject, to affirm its mastery over all previous words on that subject’ (Lodge 1987, p. 96). Of course, despite the occasional comment in reviews that a text is ‘an exhaustive treatment’ of its subject, no text can say everything that could be said; there is no first or last word on any subject. But competent academic writers typically learn to create an illusion of completeness which amounts to an attempt to prevent the reader from ‘but-ing’ in. In Classical style, conventional academic textual structures frame the issues and guide the reader towards the author’s resolution of them. Academic discourse uses univocal textual closure as a way of both controlling the reader and subordinating the topic to the author’s purposes. Such closed textual structures can be seen as reflecting authorial attempts to create worlds whose completeness, order and clarity demand our recognition of them as somehow more absolute, more objective, more ‘real’, than the dynamic flux of everyday experience. Academic authors first fragment that which is experienced as seamless, and then, in conforming to various conventions in the use of the printed word, seek to give an impression of the seamlessness of their creations. The drive towards seamlessness suggests an imitation of the seamlessness, and hence ‘authenticity’, of lived experience.


In academic texts, an ‘introduction’ ‘frames’ the text, sequence offers ‘order’, and ‘conclusions’ to paragraphs, sections and papers build up a sense of conclusiveness. Headings and lists – common in academic writing (particularly outside the arts) – also serve to reinforce a sense of order, regularity and authorial control. All of this formal order is in particular contrast to casual discourse. Even at the sentence-level, ‘unfinished’ sentences are, of course, common in speech; ‘complete sentences’ being closely associated with writing. More radically, as George Dillon points out, conversation ‘lacks any internal tendency toward resolution or closure. Because it isn’t going anywhere, it is impossible to say when it has arrived at its goal’ (Dillon 1991, p. 131). No less than elsewhere, in academia conversation tends to leave issues more open than in print. The illusion of ‘truthful’ completeness which written academic discourse seeks to establish is no less a fiction than the worlds more honestly created as such by the novelist. Narrative is a special example of a sequential structure: the form involves a sense of there being a clear beginning, middle and end to the phenomena described as well as to the formal structure of the text. In lived experience there are no ‘events’ with a clear beginning, middle or end, whereas events reported in writing have such shapes by definition. The writing style of professional historians has traditionally involved a variant of the nineteenth-century ‘realist’ novelist’s omniscient narrator and fluent narrative. Historians have only fragmentary ‘sources’, but ‘the style exerts pressure to produce a whole and continuous story, sustaining the impression of omniscience, leaping over evidential voids’ (Megill & McCloskey 1987, p. 226). Narrative may imply continuity where there is none.


In English academic papers the structure is basically a linear narrative: one point ‘follows’ another and everything is ‘in its place’. ‘Looping back’, to say nothing of ‘branching out’ in all directions, is constrained by the format. And yet, the ideas which one may wish to express may not neatly ‘fit into’ such a structure. They may be inter-related in complex ways. Several ideas which were relevant to this book simply did not seem to fit into the structure already established, or into any imagined transformation of it. And reworkings of the structure necessitated by subsequent additions also meant that ideas which previously seemed highly relevant were suddenly no longer so. In such cases, the ideas concerned were excluded on purely structural grounds related to the format. On the other hand, structural reworking sometimes generated new ideas, often beginning as ‘links’.


In any academic writing, literary seamlessness may mask weaknesses or ‘gaps’ in the argument; it also masks the authorial manipulation involved in constructing an apparently ‘natural’ flow of words and ideas. The extent of textual manipulation obviously varies according to individual authors’ methods of composition. There is some truth in Donald Murray’s memorable phrase that ‘process cannot be inferred from product any more than a pig can be inferred from a sausage’ (Murray 1982, p. 18). However, the orderliness of the scientific paper offers a misleadingly tidy picture of the process of scientific inquiry. Seamlessness in writing is a Classical and ‘realist’ convention which may seem to suggest ‘objectivity’: whereas Romantic craftsmanship typically features the marks of the maker and may even employ ‘alienation’ – deliberately drawing attention to the making. Robert Merton argued for the reform of scientific writing, suggesting that ‘if true art consists in concealing all signs of art [the Classical convention], true science consists in revealing its scaffolding as well as its finished structure’ (Merton 1968, p. 70). Such ‘visible architecture’ has similarly been commended in the practice of historians (Megill & McCloskey 1987, p. 235). Those who would learn from media theory should search for seams as signs of the making, noticing what is not intended to be there, and like the deconstructionists, searching for what has been denied, hidden or excluded so that the text may seem to tell ‘the whole truth’.


A formulaic structure is considered so characteristic of experimental papers in science that writers are advised that producing a research report ‘is a question of organization... if the ingredients are properly organized, the paper will virtually write itself’ (in Jolliffe & Brier 1988, p. 48). The formulaic structure is most widespread in what Kuhn calls ‘normal [routine] science’; whereas in ‘special science’ (which represents major attempts to advance the field) less automaticity is involved (Rymer 1988, p. 221). Papers which ‘write themselves’ contrast most strongly with those in the arts, which tend not to have such standardized formats, and more obviously require the writers to impose their own form on their material.


The anthropologist Clifford Geertz defends the value (to the writer at least) of the structural looseness of the essay, by which he evidently means the humanistic form which is the legacy of Montaigne rather than of Locke:

For making detours and going by sideroads, nothing is more convenient than the essay form. One can take off in almost any direction, certain that if the thing does not work out one can turn back and start over in some other way with only moderate cost in time and disappointment. Midcourse corrections are rather easy, for one does not have a hundred pages of previous argument to sustain, as one does in a monograph or a treatise. Wanderings into yet smaller sideroads and wider detours does little harm, for progress is not expected to be relentlessly forward anyway, but winding and improvisational, coming out from where it comes out. And when there is nothing more to say on the subject at the moment, or perhaps altogether, the matter can simply be dropped. ‘Works are not finished,’ as Valéry said, ‘they are abandoned.’ (Geertz 1983, p. 6)

He significantly fails to mention that Valéry was referring to works of art; clearly Geertz sees his own writing as ‘art’ (as indeed it is). He is very much at the arts end of the social sciences. He adds that the essay form is also ‘very adaptable to occasions’, referring to the variety of circumstances from which his own essays have arisen. But he defensively insists that his essays represent, for him, ‘a gathering progress of analysis’. For Geertz perhaps, essays are so fundamental to his sense of identity that they are like ‘chapters’ in his life. It is worth noting that many literary writers (such as William Faulkner, Georges Simenon, Graham Greene and Alberto Moravia) have preferred to think of their texts as part of one overall creation rather than as discrete works (Cowley 1958, p. 21). And the poet Robert Lowell said that ‘all your poems are in a sense one poem’ (Plimpton 1963, p. 349). Likewise, writers such as Geertz are not simply writing texts but are writing themselves.


Whilst many modern papers in the social sciences (such as ethnographies) are far less standardized than those in the natural sciences, John Swales (1990) has argued that the introductions of articles in journals in both the natural and social sciences tend to be based on three basic ‘rhetorical moves’: establishing a territory; establishing a niche; and occupying the niche. Laurel Richardson points out that conventional research reports reflect a narrative structure: ‘theory (literature review) is the past or the (researcher’s) cause for the present study (the hypothesis being tested), which will lead to the future – findings and implications (for the researcher, the researched, and science)’ (Richardson 1990, p. 13). More elaborate structures can easily be found; the point here is that most academic papers do conform to basic structural conventions.

The format of experimental papers in science

The British scientist Sir Peter Medawar (1963), in a well-known article and radio talk entitled ‘Is the Scientific Paper a Fraud?’, argued that the basic format of scientific papers reporting experimental research is misleading, or as his title toughly put it, fraudulent. Such papers or monographs have a conventional format, adherence to which is usually required by the editors of scientific journals and expected by the scientific community. The standard structure for an experimental paper in science is basically as follows: title and author(s); abstract; introduction; review of research; methods; results; discussion; references. Such papers consist of a series of short sections. A biologist I interviewed showed me an experimental research paper which he had co-authored. It had ‘the standard layout for an experimental paper’: ‘You have an abstract of the whole thing. And that states the results and states the discoveries that have been made. Then you have an introduction saying why you’re doing a particular experiment so that you will relate it to previous work that’s been done either by yourself or anyone else. Then you state what you’re trying to do. Materials and Methods – that’s experimental details, what experiments were done’ (Chandler 1992c, p. 264). Here was where readers would look for data on how the experiment could be replicated – ‘that’s really the point of Materials and Methods... They can follow that. They can see exactly what you’ve done.’ He reported that in the Materials and Methods section ‘you’re just saying something factual in the most concise way.’ After this section comes that called ‘Results – you describe the results that you got. And they’re all set out there.’ All tables and figures would be in that section. ‘Then a Discussion. Now this is the section where you could have a model... put forward... I’ve set out four hypotheses there and incorporated them into Discussion. You can put what you’d like really into Discussion’ (ibid.). This scientist regarded the standard format of experimental papers as unproblematic; social scientists who have studied the form tend to be more critical.


The writers of experimental reports begin by locating their studies within the broader context of research in the field. This serves to enhance the status of the laboratory work as a significant contribution to scientific knowledge. Hansen (1988) argues that authors frame their research reviews in such a way that it suggests that the research questions and the variables seem to have arisen ‘naturally’ out of previous research. There is seldom discussion of the factors that led to the choice of problem and to the final procedures. ‘Introductory sections try to persuade readers that specific predictions follow logically from general theories, so that a proposed method will shed light on important principles’ (Carlston 1987, p. 154). Methodology tends to be presented as a simple selection of the most ‘appropriate’ procedures. Methods sections consist mainly of highly idealized and impersonal accounts of what the authors did in their laboratories. This gives the misleading impression that little initiative or variability is involved, whereas scientists often acknowledge informally that laboratory work is not like this (Gilbert & Mulkay 1984, pp. 281, 284). Tables, figures and illustrations serve to add weight to the ‘objective’ nature of theoretical structures, wordlessly serving a rhetorical purpose. The rigid separation of ‘results’ (data) from ‘discussion’ (interpretation) implies an unjustified objectivity (Medawar 1963). Discussion sections argue that the ‘findings’ provide support for the theoretical premises (Carlston 1987, p. 154; Bazerman 1981, p. 366). And the abstract or summary, in divorcing discoveries from their laboratory context, similarly seeks to elevate data into knowledge.


The tidy sections suggest that the research was or could be compartmentalized in much the same way. Each section seems to follow naturally and unproblematically from the previous one (Medawar 1963; Woolgar 1980, p. 263). Medawar proposes that the sequence of sections in this structural format suggests that scientific discovery is an inductive process. The implication of the form is that scientific research begins with the gathering of raw facts – the simple, unbiased observation of the evidence of the senses – from which, with sufficient data, simple propositions and orderly theories are derived by induction (that is, by generalization). Agnes Arber, a botanist, observed that a scientist ‘presents all his work – not merely his proof – in inductive form, as though it were by this process that his conclusions had actually been reached’ (Merton 1968, p. 6). The ordered structure of the format tends to suggest that induction is unproblematic and that scientific procedure is uncontaminated by preconceived opinion. But there is no such thing as unbiased observation (one recalls here Goethe’s pithy observation that ‘every fact is already theory’). Observation is always guided by theories (however loose or inexplicit), which influence both what we look for and how we look for it. It is always in the light of the scientist’s initial expectations that ‘some observations are held relevant and others not; that some methods are chosen, others discarded; that some experiments are done rather than others’ (Medawar 1963). Medawar emphasizes the importance of selection by the researchers involved – in particular the selection of individual examples to be studied – which must be based on certain assumptions. Generalization therefore precedes the choice of examples from which generalizations are made.


Medawar also stresses the importance of the messy business of guess-work, imagination and ‘inspiration’ rather than rule-based logic in the discovery or formulation of a scientific idea. Robert Merton adds that: ‘Typically, the scientific paper or monograph presents an immaculate appearance which reproduces little or nothing of the intuitive leaps, false starts, mistakes, loose ends, and happy accidents that actually cluttered up the enquiry’ (Merton 1968, p. 4; see also Knorr-Cetina 1981). The neat format may help to suggest that everything in the investigation went according to plan. Such reports do not provide adequate information for any replication of the procedures. In short, the scientific research paper does not ‘tell it like it was’ as it seems to suggest. It is ‘an a posteriori rationalization of the real process’ (Latour & Woolgar 1979, p. 252).


This raises a question: ‘If a scientific paper is not a complete account of a scientist’s observations and doings, nor a tightly argued deductive proof of claims, nor an unproblematic conveyor of claims to be objectively evaluated fairly and promptly by a professional audience, what indeed is the scientific paper communicating, and to whom?’ (Bazerman 1983, p. 158). One answer is that the standard format of the scientific paper is a case of the form (or rather its use) contributing subtly but powerfully to the shaping of meanings. Its structure and style serve to promote epistemological assumptions of the dominant paradigm in science. Its stylized formality, orderliness and apparent impersonality suggest disinterestedness and objectivity and its sequential tidiness suggests that following appropriate procedures leads to reliable knowledge of the natural world, whereas the accumulated record of such reports shows that such ‘knowledge’ is routinely overturned. A leading scientist has acknowledged that: ‘In writing papers, scientists go back and rewrite the history of the experiment... Eventually many of these scientists believe their own rewriting and think that is the way they behaved, what they did. They don’t recognize the accidents, the intuitions, the leaps of faith, the sudden connections’ (Rymer 1988, p. 241). Ironically, such scientists are indeed writing themselves as well as science. The discourse conventions are so dominant and apparently transparent that they powerfully influence ways of seeing in science. What is being suggested by the critics is not that scientific researchers should attempt the impossible task of separating themselves from hidden subjectivism, but that they should more openly acknowledge subjectivism, relativity and the importance of language in their ways of knowing, making an awareness of their construction of reality more explicit and visible in their writing.

A sense of machinery

I referred in Chapter 2 to a sense of automaticity experienced by some writers as they write. This is partly related to the formulaic nature of generic structures and to conventional patterns in language. Even in the context of poetic writing William Carlos Williams felt able to suggest (as had Paul Valéry) that ‘the poem is a machine’ (Porush 1985, pp. 10-11). In fiction too, certain basic structural limitations exist right from the outset: some theorists have argued that there is only a limited number of archetypal plot structures (see for example Propp 1928). The same might be said of any text. One of the historians I interviewed commented: ‘Often in my sort of work there is a chronological base one can use..., sometimes there’s a thematic base, sometimes geographical, but mainly chronological, and that forms its own particular structure’ (Chandler 1992c, p. 226). Another historian, who saw himself as ‘telling a story’ when using documents which no-one had seen before, felt that this gave him ‘a kind of mental template’ which made structuring his writing less problematic for him (ibid., p. 231). His structural problems arose when he had no ‘fresh’ documents; in such cases he had to ‘try to impose some sort of theme’ (ibid., p. 232). In the case of one of the academic lawyers I interviewed, the research paper on which we focused had a fairly straightforward structure: ‘It’s obviously been adopted from a lot of other research of this kind. You talk about your objectives, the methodology, the data you’ve got, drawing conclusions from it and any limitations in the data.’ His ‘more theoretical’ writings ‘don’t easily lend themselves to this sort of fairly predictable organization.’ He seemed to find standardized structures constraining, suggesting that he valued the discovery of form (ibid., p. 245). To varying degrees, ideas in a text must be fitted to appropriate conventions in structure and style. Breaking every convention – if that is even possible – would render the text incomprehensible and unpublishable. Whereas in speech sentences may remain uncompleted, the closure of writing and the formal conventions of written genres can contribute to a sense of machinery.


A sense of the ‘machinery’ of language is revealed in the phenomenon which Ursula LeGuin describes in the epigraph for this chapter. Whilst the suggestion that every linguistic, stylistic or structural element to some extent ‘determines’ the rest may reflect the feelings of a minority of predominantly literary writers, most writers are likely to agree that they are at least sometimes aware of ‘influences’ of this kind. As a text evolves structural options become increasingly reduced within its evolving framework. As Joan Didion puts it, ‘the minute you start putting words on paper you’re eliminating possibilities’ (Plimpton 1981, p. 344). Some literary writers experience an increasing feeling of being ‘a prisoner’ of the formal structure of their text. For Martin Amis,

Writing a novel always feels to me like starting off in a very wide tunnel – in fact it doesn’t look like a tunnel at all, since it’s marvellously airy and free at the beginning... but finishing off by crawling down a really cramped tunnel, because the novel itself has set up so many demands on you. There is so little room for manoeuvre by the end that you are actually a complete prisoner of the book, and it is formal demands that cause all these constrictions: the shape gets very tight by the end, and there are no choices any more. (Haffenden 1985, p. 17)

Other writers, by contrast, are actually encouraged by this increasing ruling out of alternative routes, perhaps enjoying a sense of completing their task. E. L. Doctorow seemed to enjoy a sense of being taken for a ride: ‘As the book goes on it becomes inevitable. Your choices narrow, the thing picks up speed. And there’s the exhilaration of a free ride – like a downhill ski run’ (Plimpton 1988, p. 313). This reflects a particular enjoyment of a sense of being acted on by language by a writer who is very much a Discoverer.


The influence of structural patterns may help to explain more dramatic claims of authorial subservience to the dictates of an autonomous text – writing which virtually writes itself. But where the final form is not purely formulaic, what is expressed as surrender to automaticity by a skilled writer could also be interpreted not simply as a matter of being controlled by language but as a reflection of being in control. It may represent an enjoyment of the exercise of one’s own skill within the constraints of the medium. Apparently mystical references to taking one’s lead from the text may sometimes mean that the writer has mastered the craft so well that the cognitive processes involved have receded beyond conscious awareness.

6

Writing Tools

But this is neither here nor there – why do I mention it? Ask my pen, – it governs me, – I govern it not.

Lawrence Sterne 

Although some commentators refer to language in general, and even to speech, as a ‘tool’, writing is frequently distinguished from speech as a technology requiring both physical tools and special training. No less than any other media involved in the experience of writing, writing tools are far from being unproblematic means to an end. Regarding the subtly pervasive influence of writing tools, it is worth recalling that the term ‘style’ first referred to a writing implement, then to ways of using it, and finally to ways of doing almost anything. Christina Haas has suggested that ‘technological contexts – like social contexts – may have a powerful role in shaping writers’ cognitive processes, a role we are only beginning to understand’ (Haas 1989a, p. 204). Whilst I would emphasize that technologies are embedded in social contexts, much can be gained from exploring the role of physical tools in the interplay of meaning-makers, media and milieux. 


John Barth has suggested that writing technologies which have become absorbed into a culture may even influence those who do not use them. Asked ‘Do you think word processors will change the style of writers to come?’ he replied: ‘They may very well. But I remember a colleague of mine at Johns Hopkins, Professor Hugh Kenner, remarking that literature changed when writers began to compose on the typewriter. I raised my hand and said, “Professor Kenner, I still write with a fountain pen.” And he said, “Never mind. You are breathing the air of literature that’s been written on the typewriter.” So I suppose that my fiction will be word-processed by association, though I myself will not become a green-screener’ (Plimpton 1987, p. 236).


Technologies cannot be experienced in isolation from each other, or from their social functions. Our use even of a pen necessitates the complementary use of related technologies (such as ink and paper) no less than does our use of a word processor. And specific writing tasks, such as writing a letter or publishing an article, require elaborate support systems such as postal and publishing services, which are both technical and social. In this sense we could be said to enter a web of technologies whenever we write. In thinking of writing tools, it is easy to slip into thinking primarily of the instruments used to make the marks, so it is worth reminding ourselves that the surfaces on which we write have special characteristics too. In everyday contexts such surfaces are by no means confined to sheets of ‘writing paper’. Amongst the young, for instance, words may be carved on wood, written on the backs of hands, and sprayed on walls.


The particular tools and materials associated with the act of writing have included: markers such as the stylus, quill, chisel, pencil, crayon, chalk, fountain pen, biro, spray-can, keyboard and computer printer; surfaces such as bone, clay, wax, wood, cloth, stone, slate, vellum, paper, card, transparencies, video-screens and computer disks; and organizational systems such as folders and ring-binders for loose-leaf paper, bound notebooks, shelves, card indexes, filing cabinets and computerized databases. The markers, surfaces and organizational systems involved are seldom purely incidental to the meanings made with textual artefacts. For instance, the formality of the mode of production has often been linked with the ‘authority’ of documents, producing modal hierarchies such as printed-typewritten-penned-pencilled which have implications for the interpretation of the texts which they bear.

Tools and rituals

The ways in which we feel about the tools with which we work cannot be ignored in any adequate description of the experience of writing. The significance of the act of writing is quite different for the mason who chisels an inscription on a headstone and the person who sprays it with graffiti. The tools and materials used to create a text are tied up with the way in which the writer feels about both the text and the tools. Individuals may variously regard the pens they use as liberating allies or as hard taskmasters. Stressing a subtle phenomenological interplay between tools and their users Carol Becker notes that for her, ‘Each of my pens reflects a different me. The easily replaced pens belong to the hurried and functional me; the treasured pens are possessed by an intimate, contemplative me... My experience of pens happens between each pen and myself... This experience, between myself and the pen and between the physical pen and the psychological one, opens up new visions of myself and the world’ (Becker 1992, p. 20).


A writing tool can be seen in some sense as a silent partner in the act of writing; neither party can act alone. Henry Miller referred to his relationship with his typewriter as ‘a co-operative thing’ since he felt that the tool acted as a stimulus to his revision (Plimpton 1963, p. 170). But any accommodation, however subtle, is largely one-way – of the writer to the tool. Writing for readers interested in ‘The Story of Writing’, a calligrapher insisted that ‘we all know that the ‘feel’ of a writing instrument and the kind of mark it makes affect our attitude to the act of writing itself... The feel of the pen, the feel of the paper and the flow of the ink affect the way our thoughts and feelings flow’ (Jackson 1981, p. 170). As will become apparent, not only calligraphers feel this way about the significance of the act of writing, though it should be stressed that most writers report no such influence, and of those who do, many report this only occasionally.


The invisibility of the extensive quarrying involved in my unearthing of writers’ observations on the use of writing tools may misleadingly suggest that this is a major topic for most writers. Even amongst literary writers, such observations are usually relatively rare. Sometimes this may be because the use of particular tools seems to the writer to have no great significance. With other authors the silence on this subject may be deafening: some are afraid of destroying their creativity by reflecting on it (e.g. Angus Wilson in Cowley 1958, p. 238). Many of the observations here about the experience of using various writing tools are drawn from those of literary writers, since such observations are more readily available. However, it seems likely that many of their experiences will reflect those of other heavy users of writing. Sometimes, at least, they may come close to capturing (as Alexander Pope put it – with Classical dualism) ‘what oft was thought, but n’er so well expressed’ in describing the experience of writing.


Writing with familiar tools can be seen as related to the issue of thinking and writing in a familiar environment, which is important to many people. Although he thought that in the right state of mind one could probably write regardless of the conditions, Gabriel Garcia Marquez insisted: ‘I can only work in surroundings that are familiar and have already been warmed up with my work. I cannot write in hotels or borrowed rooms or on borrowed typewriters’ (Plimpton 1985, p. 330). Familiar surroundings evoke a host of subtle sensory cues. Where writing in such a place has been productive for the writer in the past, simply being in that place may help to stimulate a productive frame of mind (McKellar 1957, p. 127). The journalist and novelist John Hersey felt that ‘every writer becomes habituated to a way of working that may matter to him a great deal. Disturbing the rituals surrounding writing may be very confusing, very difficult’ (Plimpton 1988, p. 124). On the other hand, when writers feel that they are ‘stuck in a rut’ it may sometimes be generative for them to break their habitual patterns of behaviour: to change their surroundings, their methods or their tools.


It is difficult to separate writing tools from the physical (and social) environments in which they are habitually used. Nevertheless, many writers emphasize the importance to them of the familiarity of the writing tools they use. Some experienced writers find that simply holding the tools of their trade helps to stimulate ideas (in marked contrast to inexperienced writers). John Galsworthy was one such writer (Harding 1942, p. 50). The modern poet Amy Lowell wrote that: ‘I seldom compose in my head. The first thing I do when I am conscious of the coming of a poem is to seek paper and pencil. It seems as though the simple gazing at a piece of blank paper hypnotized me into an awareness of the subconscious’ (Ghiselin 1952, p. 111). E. M. Forster felt that the scratching of the pencil on the paper helped the creative juices to flow (Hammond 1984, p. 208); he declared that ‘the act of writing inspires me’ (Cowley 1958, p. 30). The relationship of such writers to their tools is integral to the process of generating text.


Many literary writers have reported ritualistic behaviour involving their choice and use of writing tools, as with Rudyard Kipling: ‘For my ink I demanded the blackest, and had I been in my father’s house, as once I was, would have kept an ink-boy to grind me Indian-ink. All “blue-blacks” were an abomination to my Daemon... My writing-blocks were built for me to an unchanged pattern of large, off-white, blue sheets... With a lead pencil I ceased to express – probably because I had to use a pencil for reporting’ (Ghiselin 1952, pp. 158-9). Whilst for Kipling the pencil was inhibiting, for Hemingway it was essential until writing was going well, when he would switch to the typewriter (on which he could write dialogue without difficulty) (Plimpton 1963, p. 184/219). Norman Mailer, too, reported that ‘as soon as I found myself blocked on the typewriter I’d shift to longhand’ (Plimpton 1967, p. 259). Donald Murray said, ‘I write early drafts of poems in longhand (Mont Blanc fountain pen, thin point, permanent black ink, eye-ease green legal ruled paper), but in a stage central to the process of internal revision, I shift to a typewriter so I can see the poem in print’ (Murray 1978, p. 97). And Truman Capote also emphasized that he didn’t use a typewriter initially. He wrote his first and second draft in pencil before typing a third draft (on yellow paper). He then put this aside for a period before re-reading it ‘as coldly as possible’, finally typing the last version on white paper (Cowley 1958, p. 265).


John Steinbeck showed an extraordinary obsession with his writing tools: ‘For years I have looked for the perfect pencil. I have found very good ones but never the perfect one. And all the time it was not the pencils but me. A pencil that is all right some days is no good another day’ (Steinbeck 1969, p. 35). Such preferences are not confined to literary writers. An academic historian for whom handwriting had no special appeal nevertheless told me: ‘I do find the nature of the nib... quite important. I just can’t – I don’t like thick ones’ (Chandler 1992c, p. 220). Of course, the habitual use of particular tools (which may be experienced as preferences) may not always be based on their functions. The same historian pointed out that researchers using British Public Record Offices are not allowed to use a pen, and that this leads some to get used to using a pencil (ibid.).


Many people experience a sense of a pen having become ‘acclimatized’ to them. Some are ‘attached’ to particular pens, occasionally to the extent that they feel unable to write with another. A few writers associate different tools (even of the same type) with special purposes. Alexandre Dumas would not write a novel with the same pen that he used to write a play (Harding 1942, p. 50). Many writers may have a special attachment to the tools that grow old with them, although a preference for a particular tool may not always be confined to a unique example, but may include any tools with a sufficient similarity (in this sense, it may be important that different pens are more alike than different word processors). Habitual preferences extend even to the use of paper. I have referred already to Truman Capote’s use of yellow paper for his penultimate draft. Dumas used blue paper for novels; pink for journalism; and yellow for poetry (ibid.). The size of the paper mattered to Walter Pater: he began writing on small square slips of white paper, elaborated his ideas on larger squares, only finally using full-sized sheets (ibid., p. 55). Bizarre as such behaviour may seem, most of us use paper and writing tools which suit the formality of the task: we would be unlikely to write a job application in pencil on a small piece of coloured paper, and yet we might conceivably use these for a note to a friend. Our choice of writing materials is at least sometimes constrained by social conventions.

Resonances

The tools of ritual have symbolic significances. Making a mark is a primordial act which charges a surface with a creative potential for generating meanings. Writing was once referred to as ‘grammarye’, a magical act, because it involves bringing into presence what is absent. Relatively simple tools such as the pen and the pencil may (in addition to the emotional associations of any particular individual tool) have conscious or unconscious symbolic connotations of varying degrees of resonance for the user. One senses in Norman Mailer’s remark that ‘you’re in love with the truth when you discover it at the point of a pencil’ that the pencil is for him a weapon: a gun or a sword (Plimpton 1967, p. 278). Such an image also arose for the poet Seamus Heaney:



Between my finger and my thumb



The squat pen rests; snug as a gun.



(Seamus Heaney: ‘Digging’)

Heaney, however, admiring the work of his father and grandfather in handling a spade, resolved to treat the pen as a spade: ‘I’ll dig with it.’ Writing can, of course, involve what is sometimes called ‘spadework’. Similar associations are echoed by Gore Vidal, for whom writing involved ‘probing with the pen’ (Plimpton 1981, p. 311), which for me has bodily intrusive or surgical associations.


Freud’s phallocentric perspective is predictable: he suggested that since ‘writing entails making a liquid flow out of a tube on to a piece of white paper’ it sometimes ‘assumes the significance of copulation’ (‘Inhibitions, Symptoms and Anxiety’ cited by Spivak 1976, p. xlvii). Jane Gallop noted that ‘in the masculine tradition the text is a woman, the pen a penis, and writing understood as coitus’ (Gallop 1988, p. 165). And Teresa de Lauretis declared that the notion of woman as ‘passive capacity, receptivity, readiness to receive – a womb waiting to be fecundated by words... a void ready to be filled with meanings... a blank page awaiting insemination by the writer’s pen – is a notorious cliché of Western literary writing’ (de Lauretis 1987, p. 75; see also Gubar 1986). The active, assertive, aggressive, invasive and phallocentric metaphors offered for the pen and pencil (and associated images of the page as passively receptive) are those of men (which is not to say, of course, that they are employed by all men). Not surprisingly I have not found such terms employed by women.


Both men and women writers have commonly used childbirth as a metaphor for literary creativity (Gubar 1986; Friedman 1989). Gertrude Stein, for example, said that: ‘You cannot go into the womb to form the child; it is there and makes itself and comes forth whole – and there it is and you have made it and have felt it, but it has come itself’ (Ghiselin 1952, p. 160). And W. B. Yeats wrote that ‘when creation has started... it goes on like the child in the womb’ (Murphy 1979, p. 379). It has been wryly suggested that the use of the childbirth metaphor by male writers reflects ‘womb envy’ (Friedman 1989, p. 84). As a metaphor for writing it has been both championed and spurned by various feminist theorists. Susan Friedman associates its use particularly with Romantic literary writers, for whom it represented organic growth and the belief that their processes of composition were beyond their conscious intellectual control. Percy Shelley wrote in his ‘Defence of Poetry’ that ‘a great statue or picture grows under the power of the artist as a child in the mother’s womb; and the very mind which directs the hands in formation is incapable of accounting to itself for the origin, the gradations, or the media of the process’ (Bloom & Trilling 1973, p. 759). By contrast, in the Neo-Classical tradition, the childbirth metaphor was used only negatively by male writers who associated women with the body and saw the body as inferior to the mind (Friedman 1989, p. 85). Some feminist commentators have rejected what they regard as the biological determinism involved in bodily metaphors for writing, but such metaphors can be positively interpreted as unifying the physical and mental experience of writing. Elaine Showalter, though disliking biological analogies for the act of writing, suggested that the word processor could be seen as ‘a metaphorical womb’ (Showalter 1981, p. 337).


Showalter (1986) has noted the prominence of ‘metaphors of pen and needle’ since the 1970s – referring, for instance, to textile and texture, thread and theme, weaver and web, and the spinning of tales as writing metaphors used by feminist critics. It should be added that such metaphors have also been employed at times by men. Joan Didion, having mentioned that she wanted ‘a dense texture’ in one of her novels, said that because she ‘had a lot of threads’ she overlooked a necessary scene. Having to fit it in was like ‘setting in a sleeve’: she ‘had to work that [scene] in on the bias, had to ease out the wrinkles with my fingers’ (Plimpton 1981, p. 351). Showalter argues that in their writing women may also draw on the nineteenth century practice of piecing, patchwork and quilting. However, the only example I have encountered so far was used by a man: the American novelist and poet William Goyen referred to making the parts of a novel ‘the way you make those individual medallions that go into quilts’ (Plimpton 1985, p. 197). Contrasting Quentin Metsys’s ‘Portrait of Erasmus’ with Mary Cassatt’s ‘The Letter’ Jane Gallop contrasts ‘the incisiveness, penetration, violence’ of Erasmus’s pen with Cassatt’s woman holding a paper to her face, where ‘her relation to the paper is not mediated through an instrument’ (Gallop 1988, p. 165). It is possible that many women writers may tend not to centralize the ‘tool’ involved in the act of writing at all.


Something of the special resonance which the pen (or the pencil) has for some writers may come from its flexibility of function: it is not only the writing implement it was designed to be but is also spontaneously employed as a pointer, a comforter for chewing, a desktop drumstick, a head scratcher and even a fingernail cleaner. One may note that in such functions it serves primal needs of the body. This flexibility derives from the simplicity of the tool, a feature which also gives rise to the continuing widespread use of the pen as a symbol of the act of writing. The archetypal associations of the pen and pencil are lacking in more recent writing tools such as the typewriter and the word processor (and it is possible that such resonances may give the simpler tools a special ‘holding power’ for some writers). By comparison with simple tools which have a long history, mechanical tools bring with them the resonance of modern times, and when first adopted (historically or individually) the added resonance of change. The typewriter is truly a machine – with visibly moving parts – and has a ‘mechanical’ resonance. As early as 1938, there were fears that the typewriter was driving out ‘writing with one’s own hand’ (Petrosky 1989, p. 331); similar fears are now expressed about the word processor, which brought with it the ‘science fiction’ resonance of the computer (though it is now just as likely as the typewriter to be associated with ‘the office’).

Writing speed

It takes considerably longer to write one’s words than to speak them, of course. Richard Lanham has suggested that this disparity between writing and reading (or speech) is what gives writing much of its power: ‘the reader gets, in a rush, what it has taken the author ten times as long to create’ (Lanham 1976, p. 22). For an expressive writer such as Montaigne this phenomenon was even more potent, since ‘in three days’ of reading the reader was offered ‘all that he could have in many years acquir’d by a long familiarity’ with the author himself (Montaigne 1580, Bk. III, 9, p. 781).


There is no shortage of great writers for whom the process of writing was slow, sometimes painfully so: Thackeray, Dostoevsky, and Adam Smith are but three examples (Harding 1942, p. 17). Some literary writers value the physical burden of handling resistant materials (as had medieval advocates of the scribal hand). Those under the cultural influence of ‘the work ethic’ may feel that writing ought to be hard work. This is no less common (and perhaps more so) amongst literary writers: Lewis Mumford suggested that ‘the purpose of art has never been labour-saving but labour-loving’ (Mumford 1971, p. 137). D. H. Lawrence wrote drafts of his stories in longhand almost without correction, and, if he wanted to change it, would write a completely new draft. Some writers may even enjoy the physical effort involved. E. L. Doctorow declared ‘I like the physical aspect of writing. I like to tear up a piece of paper and throw it down and put a new piece of paper in the typewriter. When I’ve decided to change something, I like to retype the whole page’ (Winokur 1988, p. 159). Such writers may reject the use of tools which make it physically easier to write.


In fluent writing, an average adult rate of writing neatly by hand has been estimated as up to about 25 words per minute (Smith 1982, p. 22). For the conventional ‘QWERTY’ keyboard, John Gould (1981, p. 594) referred to 41 w.p.m. as an average rate for non-secretaries who regularly type (though he based this on writers who seemed able to touch-type). It has been suggested that a ‘satisfactory’ typing speed is 60 w.p.m. Isaac Asimov, a prolific writer and minimal reviser, claimed to be able to type at a rate of 90 w.p.m. on the typewriter and 100 w.p.m. on the word processor, though with ‘lots’ of typographical errors (Broughton 1990, p. 59). Certainly almost all writers can type more rapidly than they can write legibly by hand.


However, for some experienced writers there is a special value in writing slowly. Paul Theroux declared: ‘It’s fatal to get ahead of yourself. Typing, you can take a wrong turning. But if you do it slowly, writing a foolscap page or two a day, in a year you are all done. That may sound like a long time, but it’s not... You can’t rush it’ (Emig 1978, p. 62). Christina Haas suggests that writing and recopying by hand may help writers to get to ‘know’ their own texts (Haas 1989b, p. 26). One of my academic interviewees sometimes transcribed onto the word processor notes which he had already handwritten. He felt that people might regard this as ‘unproductive or inefficient or repetitive’ but he insisted: ‘I find that very often that can be a useful process of revision, polishing up the prose and so on, and making sure that there’re no obvious gaps, when you’re working your way through something you’ve substantially written already’ (Chandler 1992c, pp. 248-9). And for the novelist Susan Hill, who reported writing with a pencil and a biro, ‘there is nothing like having to write every word down for making you think about the value of what you have to say’ (Boylan 1992).


On the other hand, there are other writers who seem to need to write at high speed. Anthony Storr suggests that amongst literary writers a need to write rapidly is most common amongst writers of escapist fiction such as romance and fantasy, where plot may be more important than characterization or authorial commentary, and he cites Robert Louis Stevenson, Rider Haggard and Ian Fleming as amongst those who wrote at breakneck speed (Storr 1972, p. 41). Indeed, Rider Haggard felt that a romance had to be written rapidly and not re-written, ‘since wine of this character loses its bouquet when poured from glass to glass’ (Harding 1942, p. 53). Stendhal, Balzac, Lamartine and George Sand were also very rapid writers (ibid., pp. 17, 23, 34; Peyre 1963, p. 122). Rapidity was often advocated by the Romantics, who tended to link spontaneity with sincerity. In modern times one thinks of writers such as Jack Kerouac and Alan Ginsberg. Jean Cocteau clearly believed in inspiration, remarking that on those occasions when ideas emerge, ‘one must hurry to set them down out of fear of forgetting them. They come once; once only’ (Plimpton 1963, p. 77). Donald Murray cited a novelist who needed ‘to write it before I can think about it, write it too fast for thought’ (Murray 1978, p. 90).


Of course, it is not only amongst literary writers that one encounters those who experience a need to write rapidly, at least for an initial draft. Harding cited Blaise Pascal (Harding 1942, p. 17). The modern philosopher Sidney Hook reported that both he and Bertrand Russell composed very rapidly. In his own case this was because he didn’t feel he had much time to spare and was generally impatient. He added that ‘if I didn’t have other people’s work to compare, I would assume that the less time one takes to write, the less profound one is, the easier the labour of creation, the more superficial’ (Rosner & Abt 1970, p. 292). Rapid writing need not involve minimal rewriting: Hook pointed out that John Dewey wrote very rapidly too, but did a great deal of re-drafting.


The psycholinguist Frank Smith has speculated that the ‘natural’ rate of verbal thought may be the usual rate of speaking, estimated by Nell as 160-190 w.p.m. (Smith 1982, p. 22; Nell 1988, p. 89), but the absence of any need to adhere to the formal explicitness needed for communicating with others could make verbal thinking potentially much faster. Where writers seek to keep pace with such thinking, writing may seem frustratingly slow. Only with dictation might one expect writers to be able to approach the usual speed of speech, although in practice dictation tends to be far slower (Gould & Boies 1978, p. 95). Whilst dictation is widely used in business writing, relatively few literary writers have been known to compose their writing largely in their heads and to dictate it to an amanuensis (or in modern times using a tape recorder). Various notable exceptions include: Milton, Goethe, Walter Scott, Edgar Wallace, Paul Gallico, the popular English romance writer Barbara Cartland, and (in late phases) Henry James, James Thurber and Eugene Ionesco (Cowley 1958, pp. 18, 88; Wellek & Warren 1963, p. 87; Emig 1983, p. 60; Hammond 1984, pp. 17-18; Plimpton 1987, p. 119). The economist Adam Smith also turned to dictation (Harding 1942, p. 40). My own survey of academic writers showed that only 4 out of 107 made frequent use of dictation (Chandler 1992c, p. 340). It is, of course, a method that requires either secretarial assistance or a tape-recorder and personal transcription of the text thus generated. And transcription can be a slow, tedious process.


Writers whose main concern is to keep up with racing thoughts often find that writing done rapidly with pencil or pen can easily become illegible. In modern times such writers have been able to turn to the typewriter or the word processor. Mark Twain, who declared that at one time he wrote an average of ‘more than 3,000 words a day’ (Harding 1942, p. 39), reported in his first letter written on a typewriter, that ‘it don’t muss things or scatter ink blots around.’ Noel Coward, observing that ‘the quicker I write my plays, the better they are,’ reported that ‘I do it straight on the typewriter’ (Breit 1956). The biographer Leon Edel felt that (despite typing with only two fingers) ‘I write best on the typewriter, it gets my thoughts down faster... longhand now makes me impatient’ (Plimpton 1988, p. 70). Marshall McLuhan also valued the typewriter for its speed: ‘Your fingers type automatically and simultaneously what you’re thinking. When you handwrite, you write carefully and slowly’ (McLuhan 1969, p. 103). The speed of typing is not always appreciated. Tom Robbins reported on his experience in using the typewriter with one of his novels, suggesting that the machine actually led him to write faster: ‘I write very, very slowly, and it was like the typewriter was pressuring me to write faster. Or to write continuously, rather than sitting and thinking for long periods of time, which I sometimes do... I wrote the descriptive passages longhand, and then if there was a long section of dialogue, I wrote it on the typewriter. I can write dialogue on typewriters because it comes to me fast’ (Strickland 1989, p. 211).


Many writers find that typing on a word processor is faster than with traditional tools, a feature which some find helpful in ‘keeping up with’ their thoughts. A historian I interviewed worried that he would ‘make connections’ which he wanted to keep but could not keep up with in writing, because he was thinking more quickly than he could write. He did not like to ‘break the flow’. The slowness of handwriting often made it difficult to keep up with his thoughts and he liked the greater speed he could achieve with the word processor (Chandler 1992c, p. 216). Donald Case (1985) reported that some university lecturers found the word processor very useful ‘to get things out quickly’, ‘like dictation’, for later revision.


As with Tom Robbins’s experience with the typewriter, some writers have reported that they feel lured by the word processor into writing too quickly (Bridwell et al. 1987), one student feeling that ‘the quickness of editing... didn’t allow enough time to “mull” things over’ (Bridwell et al. 1985, p. 174). A linguist commented: ‘You tend to develop the material too fast. The time spent in developing a manuscript is time often spent in reflection. In the long run, we are going to see a less rigorous attitude toward scholarship because of word processing’ (in Case 1985, p. 321). Such a feeling of being ‘pressured by’ the tool into behaviour with which one is uncomfortable is certainly not the experience of all writers, but one must insist to those who dismiss it that it remains important for those who do experience it. At Stanford University, academics in the humanities reported that they continued writing for longer periods of time with the word processor than with other tools. Although these were writers new to word processing, Peter Lyman suggested that ‘the computer focuses attention on the screen in a way that makes the sense of time disappear’ (Lyman 1984, p. 79).


Writing by dictation may be the fastest method of recording ideas, but many people find it a difficult technique to learn, and it inhibits revision (Gould & Boies 1978; Faigley & Miller 1982). For others, it simply does not suit their style of composition. Joseph Heller declared: ‘I could not be a writer and dictate. It’s so remote’ (Strickland 1989, p. 201).

Writing tools and written style

The most common criticism of dictation is that it may encourage rambling and self-indulgent prose. That is, it may produce writing which is too much like ‘speech written down’. The novelist Jerzy Kosinski reported that he normally revised extensively, and when he experimented with dictating to a tape-recorder he felt that his prose seemed to be ‘looser, less controlled’ than his typewritten prose (Plimpton 1981, pp. 327-8). Henry James also said, ‘I’m too diffuse when I’m dictating,’ although he felt that his words were ‘much more effectively and unceasingly pulled out of me in speech than in writing’ (McLuhan 1969, p. 106). James’s biographer, Leon Edel, felt that the late ‘exquisitely baroque’ style was ‘a case of the medium being the message’ because with dictation James ‘ran into longer sentences, and parenthetical remarks, and when he revised what he had dictated he tended to add further flourishes’ and ‘luxuriated in fine phrases’. This was in strong contrast to his ‘much briefer and crisper’ style when he had written in longhand (Plimpton 1988, p. 69). Some writers believe that dictation can be employed to advantage for what seem to be particularly appropriate purposes. Rod Serling, a screenwriter, found that, for him, dictation suited the writing of dialogue: ‘I find dictating... particularly good because you’re writing for voice anyway, you’re writing for people to say a line’ (Strickland 1989, p. 151).


In a valuable survey of the use of new technology by professional authors, one commentator incautiously adopted a stance of hard technological determinism regarding the influence of writing tools on written style. The initial assertion indicates the extremity of this position (which may perhaps have involved a little journalistic licence):

Writing implements have always dictated the author’s style. A chisel on stone does not encourage prolixity... In the eighteenth century writers used quill pens which had to be frequently sharpened and dipped into an inkwell; and this led to a leisurely, balanced style with antithetical sentences. By the middle of the nineteenth century the fountain pen has been invented. This meant an author could write for hours without stopping for ink. Hence the discursive style of a Dickens or a Thackeray. Then in 1875 The Adventures of Tom Sawyer became the first novel to be written on a typewriter... It was blamed for encouraging clipped, staccato prose. Evelyn Waugh thought prose style broke down further with the advent of the dictating machine. Writers could ramble away at high speed in a conversational but prolix way. (Dorner 1991, p. 49)

To acknowledge the potential influence on one’s written style of the use of a particular kind of writing tool one need not adopt a hard deterministic stance. Writers are seldom completely enslaved by their tools. This is not to deny that influences related to the use of writing tools may well be profound, but they are also likely to be extremely subtle and difficult to capture in tidy generalizations.


Don Ihde, a phenomenological philosopher, insists that different tools tend to favour (but do not determine) particular styles of use. In particular, he suggests that: ‘The relative speeds of composition... can affect the style of writing’ (Ihde 1979, p. 43; his emphasis). He considers three examples: the pen, the typewriter and the word processor, and his argument is worth examining in detail. Ihde tells us that he is accustomed to composing on a typewriter, and he reports (not surprisingly) that ‘the ease and speed of writing was slowed dramatically’ when he ‘began to play with’ ‘the old dip pen’ (ibid., p. 57) – he does not indicate whether his speed increased with practice. He writes with such a pen ‘much slower’ than he thinks (Ihde 1986, p. 112). He adds that where letters are ‘well-formed’ and the script is ‘visually beautiful’ one must write ‘even more slowly’. Ihde suggests that in using any pen, ‘the rhythm of the pen is slow and enhances the deliberation time which goes into writing’ (Ihde 1979, p. 43). He interprets this as an advantage, suggesting that when using a pen one ‘has time, before finishing a sentence, to think through a series of possibilities and make choices among these before they ever appear as a completed sentence’ (ibid.). ‘I can revise a sentence, turn it over, edit mentally, if you will, while actually writing. By the time the sentence is complete, it will hopefully be well-turned’ (Ihde 1986, p. 112). He concludes that the use of a pen has ‘telic possibilities’ which may ‘incline the user’ to a certain style, which he refers to as something like that of eighteenth century belles lettres (Ihde 1979, p. 43).


By contrast, he found that with his more usual writing tool, the typewriter, ‘thoughts flowed rather unimpededly through to the paper’ (ibid., p. 57). ‘The typewriter composer, if the rhythm of the instrument is to be maintained, finds that almost as soon as the thought occurs it appears upon the papers’ (ibid., p. 43). Referring in particular to ‘the fast electric typewriter’, he suggests that ‘the accomplished composer can type at a speed which much more closely approximates the speed of verbal thought itself.’ He adds that with the typewriter the shapes of the letters are not formed by the writer. Editing cannot be simultaneous with composition: it necessitates retyping (Ihde 1986, p. 112). For Ihde, typewriters favour ‘a more colloquial or journalistic style’ which is ‘more immediate, perhaps more casual’ (Ihde 1979, p. 43; 1986, p. 112). And he refers in particular to ‘the short, clipped sentences of speed typing’ (Ihde 1979, p. 57). Ihde notes a distinctive difference between the typewriter and the word processor, that of delayed inscription, a feature typically cited by writers who prefer to write by hand. He suggests that the ease of editing is accompanied by ‘a shift in fascination’, and he refers to ‘a colleague who has a [word] processor who remains fascinated with the project of rearranging... after two years. Whether this will result in the better written book remains to be seen, but it clearly allows the book to virtually grow in all directions at the same time.’ He rashly extends this observation into bolder predictions: ‘We may see the return of Germanic tomes through the word processor (and since one can easily move entire footnotes at once, probably more heavily annotated works)’ (ibid., pp. 112-13).


And yet Ihde insists that his theory is not one of hard technological determinism: such a standpoint would argue that the use of particular tools makes ‘only certain directions... possible rather than others’ [my emphasis]. He refers rather to particular tools having ‘latent telic inclinations’ which simply ‘favour’ certain directions (Ihde 1979, p. 42). ‘In each case, the different technologies of writing have subtle differences of action and differences of focus with which the writer is engaged, and thus a difference of inclination concerning which style emerges easily from the differently used instruments’ (Ihde 1986, p. 113). Elsewhere he refers to such inclinations being ‘made possible by the different capacities of the instruments’ (Ihde 1979, p. 43). Referring to his general theme that all technologies amplify some aspects of experience whilst reducing others, he suggests that the different ‘ratios’ of amplification to reduction in different writing tools involve particular ‘selectivities within which experience [can] take shape’ (ibid., p. 57). ‘But this inclination is not itself a determination. Not only may the writer choose his instrument, but he can go counter to the latent inclination’ (Ihde 1986, p. 113; his emphasis). One could, he insists, write ‘in the old style of belles lettres’ (Ihde 1979, p. 57), or in journalistic or ‘scholarly’ styles with any of these tools, ‘but the process of composition and way of attaining [the] style would be different’ (Ihde 1986, p. 113). To counter the telic inclination of the tool ‘in its normative and functionally optimal use’ requires ‘varying degrees of effort on the part of the user’ (Ihde 1979, p. 43). He refers elsewhere (Ihde 1986, p. 113) also to discipline or habit. ‘Over time, over practised use and in general, the telic inclination made possible by the instrument creates a path of least resistance or of highest functionality which may be followed and often is followed’ (Ihde 1979, p. 43; his emphasis).


Here Ihde’s position may be taken to reflect a fairly moderate Whorfianism; his reference to escaping the influence of the tool requiring some effort echoes the stance of moderate Whorfianism applied to the use of language. Ihde sometimes appears to veer towards a more deterministic line, though he insists that the technology itself simply ‘inclines’): ‘To counter the latent inclination is also to move against the centre of gravity, the point of ease which the machine most clearly allows... Thus when a type of instrument becomes common and widely employed, and when one considers vast numbers of users, it becomes less and less likely that overall or generally this resistance of direction will be more than the exception. At the social level inclination more closely approximates determination’ (Ihde 1986, p. 113; my emphasis).


Ihde’s point that all media involve both amplification and reduction is a key theme in his insightful ‘phenomenology of human-machine relations’, Technics and Praxis (1979). And his exploration of the influence of media on writing style in these accounts is valuable in drawing our attention to this issue. However, his references to the properties of different tools do not make explicit their comparative nature. His reporting of the use of tools which are unfamiliar to him involves an implicit comparison with his habitual writing tool, the typewriter. His experience of the use of the pen could usefully be seen as shaped by the absent presence of the typewriter. Media relate to each other in what literary theorists call intertextuality, but which in a media theory which does not seek to privilege written forms might more aptly be referred to as intermediacy. In the context of writing, words relate to other words, forms to other forms, tools to other tools, and so on, both by allusion and exclusion. Ihde does not note how far his particular slowness of writing with a dip pen was due to his lack of experience with it. Although he does allude to the possibility of writers acting counter to ‘the telic inclination of the tool’, he underplays the importance of the variety of attitudes which writers may have towards the use of different tools. Such attitudes may well affect the ways in which they use them. There is no reason why some writers should not treat commitment to print on a typewriter as an incentive to think ahead and ‘edit mentally’, as Ihde reports doing with the pen (and as some habitual word processor users might also feel the need to do with such tools). And using a pen is obviously no guarantee even of tidy writing, still less of beautiful script. This is not, of course, to suggest that the features of particular tools are of no consequence.


As a corrective to Ihde’s perspective, one may note that Goethe’s attitude to the pen, involving a rather different comparison (with the pencil), was based on the need which he sometimes felt to write rapidly: ‘I preferred to use a pencil, which gives the characters more willingly; for it had sometimes happened that the scratching and spattering of the pen would wake me from my somnambulistic poetizing, distract my attention, and stifle some small product in the birth’ (Keddie 1894). A useful account of the introduction of word processors in the humanities at Stanford University also serves to emphasize the comparative nature of the experience:

While handwriters thought the [word processor] keyboard broke... [a physical] link to culture and language, typists thought that the computer restored the spontaneity of handwriting without compromising the speed of the typewriter. Many typists perceived their typewritten style to be rigid and formal in tone, and believed that their ‘voice’ on the computer was closer to the spontaneity of their speech. Many commented that the computer also resembled handwriting in the ease of translating imagination into text; the noise and difficulty of revising a typed page were replaced by the quiet visual cues and easy text revision of the computer. (Lyman 1984, p. 78)

To return to Don Ihde’s account, I acknowledge that it is valuable as an individual writer’s interpretation of the significance for him of writing with particular tools. Indeed, as a phenomenologist of technology Ihde may be especially open and sensitive to subtle influences which may be involved in the use of tools. The problem is that it is presented as a general theoretical model of the interaction between writers and their tools. The use of particular writing tools may indeed exercise subtle influences on the behaviour of their users. However, any influence on written style seems likely to be primarily related to the writer’s attitude to (and competence in) using one tool by comparison with another, and to the writer’s habitual manner of composition, rather than simply to a fixed range of features of a particular tool. Undoubtedly the tools play a part, but not an isolated part. To refer, as Ihde does, to the ‘rhythms’ being those of the pen or the typewriter themselves is to suggest that one assigns only secondary importance to the attitudes, experience and behaviour of the writer.


I must emphasize that such reservations are not intended as a denial that the use of particular writing tools may exercise various kinds of influence on a writer’s written style or composing behaviour. Some literary writers refer explicitly to the special character of particular writing tools in relation to their own written style. John Barth felt that using a typewriter would inhibit the sense of flow which he experienced when writing with a pen: ‘My sentences in print, as in conversation, tend to go on a while before they stop: I trace that to the cursiveness of the pen. The idea of typing out first drafts, where each letter is physically separated by a little space from the next letter, I find this a paralysing notion. Good old script... connects this letter to that, and this line to that’ (Plimpton 1987, p. 236).


McLuhan also asserted that using a typewriter could affect style, stressing (like Ihde) the short sentences, immediacy and generally colloquial style supported by the use of the typewriter:

Typing... relieves the expression of thought of personal quirks and picturesque speech by its immediate and glowing clarity... Tortuous phrases disappear under a dazzle of keys. Circumlocution appears impossible because the mechanical act of putting words on paper is a means to an end – the way to the point... When you handwrite, you write... usually less colloquially... The rhythm of typing favours short, concise sentences, sentences with oral form. The typewriter makes you more conscious of the acoustic qualities of words, since the words themselves are produced in a background of sound. There’s a tendency to say words to the typewriter. (McLuhan 1969, pp. 102-4)

The British novelist Anthony Burgess, whilst criticizing the strength of McLuhan’s claim that ‘the medium is the message’, nevertheless acknowledged that ‘he is very good and suggestive when he tells us of, say, the influence of the typewriter on the art, not just the craft, of authorship’ (Burgess 1968, p. 231). He reported that in a ‘marginal’ (!) way: ‘My prose... has been determined by a lifelong devotion to the typewriter: coming to the end of line, unwilling to split a word with a hyphen, I will often use a shorter word than the one I intended. This is utter slavery to the machine’ (ibid., pp. 233, 232). Conrad Aiken, who began to compose on the typewriter in the early 1920s, reported that: ‘I can remember discussing the effect of the typewriter on our work with Tom Eliot because he was moving to the typewriter about the same time I was. And I remember our agreeing that it made for a slight change of style in the prose – that you tended to use more periodic sentences, a little shorter, and a rather choppier style... Because, you see, you couldn’t look ahead quite far enough, for you were always thinking about putting your fingers on the bloody keys’ (Plimpton 1977, p. 34). Once again a writer refers to the use of the typewriter tending to lead to shorter sentences and a ‘rather choppier style’, a consistency which may indeed reflect a ‘latent telic inclination’. However, Aiken added that for him this was ‘a passing phase only’ (ibid.).


Like several other writers I have already referred to, the American novelist Robert Stone commented that he mostly typed ‘until something becomes elusive. Then I work in longhand in order to be precise. On a typewriter or word processor you can rush something that shouldn’t be rushed – you can lose nuance, richness, lucidity. The pen compels lucidity’ (Plimpton 1988, p. 349). Once again, one finds a writer feeling ‘compelled’ by a tool – here even by a pen – to write in a particular way.


Michael Heim, in Electric Language, a ‘philosophical study of word processing’, argues that the word processor tends to encourage a composing style characterized by ‘immediacy’ and a written style which is more writer-based rather than reader-based, that is, writing which pays more regard to the needs of the writer than to those of readers (Heim 1987, p. 155). And a professional author commented on the use of the word processor: ‘I find the screen an easier ‘listener’ than the blank page of the typewriter and I think writing becomes more like talking, with the attendant advantages (fluency, immediacy, lack of self-consciousness) and disadvantages (garrulousness, repetitiousness and carelessness)’ (in Dorner 1991, p. 57). On the other hand, some academic writers in the humanities felt that the ‘insert mode’ on the word processor encouraged ‘longer, more complex sentences’ which ‘cannot easily be spoken aloud, for their structure is intended for the eyes of the reader, not... the listener’ (Lyman 1984, p. 80). Lyman suggested that this response was that of ‘social writers’ who felt that the word processor encouraged a visual emphasis in writing, whilst they themselves wanted their writing to be capable of being spoken aloud. As noted in Chapter 4, his ‘social’ writers, in their emphasis on re-writing, are similar to Discoverers.


Whilst some commentators slip easily into generalizing wildly about the influence of writing tools on the style of any writer, one may at least grant them the personal validity of their perspectives, and one also finds some of these experiences echoed by other writers. With more of an overview of the practices of different writers, one editor suggests that ‘texts produced on word processors often have a recognizable style – tendency to repetition, over lengthiness, failure to establish logical steps between “blocks” of argument’ (in Dorner 1991, p. 57). One writer insisted that each of the writing tools he had used – a pencil, a pen, a manual typewriter, an electric typewriter, an Amstrad word processor and an Apple Macintosh – had ‘altered what and how I’ve written’:

To distinguish, for example, between typed and handwritten texts... If typing a text is like playing the piano, then handwriting can be compared to playing the violin: the ‘style’ of the first support is percussive and discontinuous while that of the second is usually much more fluid and lyrical. As for a word processor, because all its erasures are instantly eradicated, it grants the writer easy access to a syntactical complexity that he would probably, unconsciously, recoil from if it were to result in the ugly scorings-out of a handwritten page or the equally ugly xxxxxxxs, those little kisses-to-make-it-better, on a typewritten page.

Adair even went so far as to claim that ‘I can infallibly tell on what support [i.e. with which tool] another writer wrote his or her book’ (Adair 1992). As far as I know, no-one has put such claims to the test, but they do reveal the importance which some writers attach to the tools used for writing.

Tools and revision

I referred in Chapter 3 to Barthes’s observation that it is above all the ability to revise which distinguishes writing from speech. Some writing tools are more supportive of revision than others. Henry Petrosky, in his masterly history of the pencil, suggested that it is ‘the ephemeral medium of thinkers, planners, drafters and engineers, the medium to be erased, revised, smudged, obliterated, lost – or inked over,’ contrasting it with ink, which ‘signifies finality’ (Petrosky 1989, p. 6). Only the confident or the foolhardy begin a crossword with a pen rather than a pencil. Pencil is in this sense more supportive of tentative drafting than is ink. This may begin to explain why some literary writers prefer to begin in pencil. Ernest Hemingway wrote initial drafts in pencil: ‘You have to work over what you write. If you use a pencil... it keeps it fluid longer so that you can improve it easier’ (Strickland 1989, p. 25). Ink has a certain ‘finality’ compared with pencil: complete erasure of ink used to be impossible prior to the development of special liquids which faded or obscured the original text so that it could be overwritten. If tidiness or legibility is not a problem one can, of course, cross out unwanted words with a pen. Walter Pater made it easier to amend what he had written with a pen by adopting the strategy of leaving alternate lines blank on his ruled paper, so that he could add corrections when developing his ideas (Harding 1942, p. 55). This ‘interlineation’ or interlinear editing is, of course, a tactic that many writers have also used with typewriters, and some even ‘carry over’ this practice to word processed drafts.


The novelist Henry Miller, who typed up handwritten drafts, found that typing actually encouraged him to revise: ‘I prefer to retype everything myself, because even when I think I’ve made all the changes I want, the mere mechanical business of touching the keys sharpens my thoughts, and I find myself revising while doing the finished thing’ (Plimpton 1963, p. 143/170). Hemingway, on the other hand, felt that the typewriter ‘solidifies one’s sentences before they are ready to print,’ discouraging revision – which often played a major part in his style of composition (Wellek & Warren 1963, p. 87). And similarly for Wendell Berry: ‘Hand-writing... looks hospitable to improvement. As the longhand is transformed into typescript and then into galley proofs and the printed page, it seems increasingly to resist improvement. More and more spunk is required to mar the clean, final-looking lines of type’ (Berry 1990, pp. 192-3). When Conrad Aiken adopted the practice of typing his poems from scratch, his ‘revision was always done manually’ – an interesting choice of words (Plimpton 1976, p. 34).


 Iris Murdoch asserted that: ‘Typing proceeds forward in such a way that turning back to alter something is difficult (and a lazy thinker won’t bother) and working additions in longhand destroy the visual continuity of the text much more than marginal additions in a handwritten text’ (Hammond 1984, p. 15; emphasis in source). And elsewhere she added that: ‘I alter things all the time as I go along. I can’t type, and – a fortiori – I don’t have anything to do with word processors. I would have thought it extraordinarily awkward to alter what one is writing if one’s got a machine between you and the page. I think this particular closeness makes it easier for one to work very finely and to keep on altering things, improving them, polishing them’ (Hartill 1989, p. 87). The reaction of many word processor enthusiasts might be that Murdoch was misguided in suggesting that it is awkward to edit with a word processor. But this would be to ignore the sense of intervention which seems to be at the root of her concern: she valued in particular the sense of ‘closeness’ which she associated with handwriting.


The typewriter would be more widely recognized as a far-from-ideal tool for editing. It is certainly not easy, with a conventional typewriter, to delete, insert or shuffle blocks of text, and many non-wordprocessing writers for whom revision is essential would regard such tools as erasers, scissors, paste and correcting fluid as essential parts of their writing toolkit. ‘Cut and paste’ functions are handled more tidily, at least, with a word processor than with a typewriter. The word processor extends the malleability of the written word. As Phil Mullins put it: ‘Printed or “hard” copy is issued only at the point the user desires... The screen stage of writing is a “soft” stage in the activity of writing; it is this intermediate stage that is the new and distinguishable feature of electronic writing. The intermediate stage is “soft” in that text entered in the machine memory is altogether malleable. What has been written can be rapidly and easily altered’ (Mullins 1988, p. 422). Paper ‘sets’ text, but text on disk and screen is ‘wet’ and workable. Mullins refers to electronic text as ‘the fluid word’. Some writers enjoy this sense of fluidity. One author declared that word processors have ‘made re-writing a pleasure, something to be actively enjoyed, where it used to be a loathsome process that I avoided wherever possible. Previously once a word was typed it stayed; so that I wrote hesitantly... Now... I scribble, erase and scribble again. Prose is no longer solid... everything’s fluid, permanently changeable’ (in Dorner 1991, p. 56). One would expect ‘permanent changeability’ to appeal in particular to those who are major revisers and to those who tend to regard their writing as forever unfinished.


An academic lawyer told me that he had not composed from scratch on the typewriter as much as he sometimes did now with the word processor ‘because it was much more laborious to do it that way with a typewriter. Whereas obviously with a word processor you can make so many more revisions more easily and more quickly that I think that composing from scratch is very feasible’ (Chandler 1992c, p. 250). A biologist also liked ‘this ability to rewrite more easily... to reorganize and change things as I’m going along, and to compose on it.’ He personally needed to do that a lot: ‘I’m something of a perfectionist, I suppose... It facilitates perfectionism’ (ibid., p. 268).


However, some writers feel that the word processor encourages over-editing, and leads to a loss of spontaneity. One author commented: ‘It’s often hard to know when the changing ought to stop’ (in Dorner 1991, p. 56). With a typewriter or a pen the amount of revision one does is limited at least by decreasing legibility or by one’s willingness to re-write pages to keep them looking tidy. Many writers refer to feeling that they do too much ‘tinkering’ at a ‘local’ word or sentence level when using a word processor (Bridwell et al. 1987; Case 1985) although such behaviour may simply represent pausing-for-thought at a higher level. Some commentators attribute this focus on local editing to the limited window on the text provided by the screen (Lyman 1984, p. 79). However, the importance of the individual’s framing of the medium is very apparent over this issue of editing. Some writers report that the ease with which they can edit encourages them to be ‘sloppier’ or less critical than with longhand or the typewriter (where maintaining tidiness encourages writers to preconsider each word). Under-editing with a word processor is sometimes attributed to the printed text looking more ‘finished’ than it is.


Another point related to tools and revision is one I have made elsewhere, which is that ‘writing done with a word processor obscures its own evolution’ (Chandler 1987, p. 15). ‘Crossing out’ on a word processor is usually accomplished by deleting words, leaving no trace. One of the academic lawyers I interviewed was a regular user of the word processor but he told me that he still used pencils and pens a great deal partly for this reason: ‘In a sense you can cross out in the most fundamental way on a word processor, you just obliterate it.’ By contrast, ‘The handwritten account with its mistakes gives you... a kind of history of your work, and how your ideas have developed, and it may be useful to remind yourself of that’ (ibid., p. 248). Peter Lyman reported that many academics in the humanities felt this way (Lyman 1984, p. 78). The handwritten text maps paths not taken in a way that enables them to be re-explored if necessary. For tentative, exploratory writing such a function may matter.


Of course, one can print out or save on disk several drafts of a paper, and many writers do. However, few writers would be likely to preserve a complete draft every time a few words were changed. Although he found the screen restrictive the lawyer I have mentioned told me that he was rather reluctant to print multiple drafts: ‘It seems... rather wasteful if you keep printing out copy after copy’ (Chandler 1992c, p. 249). Apart from rapidly using up storage space on disk or wasting paper and time, producing multiple draft versions with the word processor would require the writer to be continuously conscious of the act of writing, standing apart from it far more than many writers either could do or would want to do. Doing so would not be compatible with preserving spontaneity or momentum in writing. And even if drafts are regularly saved or printed out it is not easy to spot the differences between different versions. 22% of the academic writers I surveyed found this to be a problem: most of these were in the social sciences or the arts; scientists largely disagreed that it was a problem. Dissatisfaction did not seem to be related to limited experience or infrequent use (ibid., pp. 189, 211, 354).


When writing with the word processor the critical lawyer usually printed double-spaced drafts so that he could add handwritten annotations. He used to do the same with the typewriter. He felt: ‘There’s something more definite, perhaps there’s a greater confidence about making amendments, when you’ve got some paper like this and you can start writing on it with a pencil.’ On the screen, annotations ‘don’t... stand out when you look through it again’ (ibid., p. 250). Handwritten annotations to a printed text have a different and identifiable status. Many writers choose to annotate their printouts by hand, but this is seldom as complete a record of changes as that of the completely handwritten draft. Apologists who point to the existence of facilities and techniques which cater for preserving changes with the word processor fail to recognize the deliberateness such strategies require in contrast to a rapid slash of the pen – which can preserve every change (even with subtle degrees of unwantedness). Comparing the pen and the word processor, the lawyer felt that making amendments was ‘more spontaneous when you do it with a pen, whereas when you’ve got a facility on a computer to do that sort of thing, maybe you then think, “Perhaps I should do it, just in case, so that I’ve got a record of it,” and the whole thing becomes much more routine, and then perhaps not very useful, because you’re doing it too often’ (ibid., p. 248).

Tools and composing styles

Michael Heim, a philosopher, argues that whilst the use of a typewriter ‘requires consecutive formulation and linear organization of thought,’ the word processor supports ‘a non-linear formulation’ (Heim 1987, p. 158). With a word processor, ‘you feel free to put things down as they occur to you since everything can be reworked or else used in another position or context’ (ibid., p. 153). Phil Mullins (also a philosopher) suggests that: ‘Working on a word processor displaces the sense of care in the activity of writing. The manipulative power of the technology encourages the writer to become full-of-care only at a later phase’ (Mullins 1988, p. 423). He asserts that the malleability of electronic text ‘invites a kind of compositional free association,’ supporting the postponement of the organization and development of ideas. And, since only small sections of a text are visible on the screen,

The word processor fosters a modular style of writing. The writer is a problem solver who must resolve the developmental difficulties in each successive unit of the text. Overall organization too becomes a matter of solving the problem of how to knit together modules... The user is encouraged to adopt an experimental attitude toward matters of development and organization... Of course, many professional writers have used such an approach long before word processors. What the word processor does is structure the user’s attention in such a way to make such a strategy easily adopted. (ibid.; see also Teles & Ragsdale 1989)

Planners may experience changes in their composing style when they use the word processor. Christina Haas found that writers doing short (2-5 page) essays planned less when using a word processor than when using a pen (Haas 1989a & 1989c). Discoverers may also find that they ‘forego note-making and begin writing sooner with word processing’ (Haas 1990, p. 542). Many writers may welcome such changes since they make writing physically easier. One was enthusiastic about becoming more of a Discoverer than a Planner when he switched to the word processor: ‘When I was a pen and paper writer, I outlined extensively before drafting long papers, so my revision involved correcting and inserting but no major rethinking or reorganizing. Now I’m computerized, I write more often, write longer pieces, write-to-think more, and outline less. Now my revisions include major clarifying for myself and often major reorganizing for my readers’ (Madigan 1984, p. 143).


One recent small-scale study tried to relate habitual composing styles to the ways in which mature writers react to the word processor (Bridwell et al. 1987) and found that Discoverers tended to be less comfortable than Planners with the word processor. This may seem paradoxical since Discoverers value revision and the word processor seems above all to offer particular support for revision. However, a primary objection was that the screen offered a ‘restricted window’ on their texts; it was difficult to take in at a glance the overall ‘shape’ of ideas on screen. And I have already noted the indirectness of inscription which disturbs some habitual handwriters. The majority of the academic writers I surveyed claimed to do more writing and more revision with the word processor than they had done before (Exhibit 6.1). 32 (39%) also claimed that since they had been using the word processor their writing was ‘better’ (Chandler 1992c, p. 208).
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Exhibit 6.1: Reported ‘effects’ of using a word processor

Case’s (1985) Californian survey found that ‘despite the fact that 77% of the faculty believed that word processing led to more revisions, only 70% of those who believed so also thought that it increased the quality of their work.’ In my survey, of the 47 direct word processor users who felt that they did more revision with the word processor (at 57%, notably less than in Case’s sample), 23 (49%) felt that the quality was better (again clearly less than Case). This may perhaps suggest either greater British scepticism about the use of new technologies or the wearing off of novelty with time (or both).


Most writers who switch to the word processor as their main writing tool report that they do more revision than before. And it seems plausible that they do. However, overall, the research evidence regarding word processing and revision is very mixed – suggesting that the use of word processor does not necessarily lead to more revision (although it may perhaps lead to a greater awareness of the process of revision). Whether switching to a word processor as one’s main writing tool leads to more or less revision (or more or less planning) is not simply a function of technical features. And neither these nor the amount of experience writers have in using the tool seem to be the key factors in how comfortable they feel with it. More important factors seem to be the extent to which writers feel committed to their habitual composing styles and how compatible such practices are with the features of the tool (Selfe 1985; Bridwell et al. 1987; Haas 1989a; Chandler 1992c, Ch. 6). Writers who are offered a new writing tool may either: continue to employ their habitual composing styles; use the tool only when it seems the most appropriate one for the task; modify their habitual practices to suit the special features of the tool; or reject the tool. Few people are so rational that they are always capable of choosing the most appropriate tool for the task; and many writers develop a commitment to the use of particular tools. Of those who adapt their practices to the use of a new tool, some do so willingly (adaptation can be generative), whilst others experience some sense of loss in using it. In the case of those who find themselves uneasy with a new writing tool, habitual writing practices may be closely bound up with the writer’s sense of identity.

Tools and subject-matter

Just as some writers have reported that their tools have influenced their written style or composing behaviour, so the behaviour of others shows that the type of text may affect at least their subconscious choice of tools. I have referred already to writers who have preferred to use a keyboard for writing dialogue. Gore Vidal said that he wrote novels by hand but what have sometimes been called the ‘more objective’ forms of plays and essays on the typewriter (Plimpton 1981, p. 304). V. S. Naipaul said that he preferred to use longhand for fiction and the typewriter for more factual reporting (Galbraith 1992, p. 68). Elizabeth Bishop said that she could write prose on a typewriter but for poetry she used a pen – though ‘about halfway through sometimes I’ll type out a few lines to see how they look’ (Plimpton 1985, p. 129). Conrad Aiken, who began to compose on the typewriter in the early 1920s, reported that: ‘I began by doing book reviews on the typewriter and then went over to short stories on the machine, meanwhile sticking to pencil for poetry.’ By the mid 1920s, however, he began to write poetry on the typewriter, ‘largely in the interests of legibility’ (Plimpton 1977, p. 33). The sequence is interesting, suggesting that it is at the ‘poetic’ end of Britton’s functional spectrum (Exhibit 3.2) that the issue of which tool is used may be most sensitive, and it is perhaps here that there may be the strongest tendency for writers to favour the pencil or the pen. Of course, many literary writers read and discuss each other’s observations on the way they write, and it may be that there is sometimes a degree of conformity to what are felt to be ‘appropriate’ usages. However, many subtle influences are at work in the ‘choice’ of tools.


It is also interesting to note the tools preferred for academic writing. The use of the typewriter and of dictation was rare amongst the 107 academic writers I surveyed: the only frequent users of the typewriter were 4 writers in the arts, whilst the two writers who made frequent use of dictation were in the arts and the social sciences. There was considerable polarization between those who favoured using the word processor and those who preferred handwriting. About 42% (39) reported being frequent users of the word processor and not of the pen or pencil; 35% (33) reported being frequent users of the pen or pencil and not of the word processor; and 33% (31) reported being frequent users of both (Chandler 1992c, p. 207). As to subject-based differences, there were noticeable differences between arts specialists and scientists in the use of these tools. The largest proportion of frequent word processor users in my survey was in the sciences (32/40, with no non-users) and the smallest was in the arts (17/31), whilst the largest proportion of frequent users of the pen or pencil was in the arts (20/31) and the smallest (21/40) in the sciences (ibid., pp. 188-9).

Handwriting and the sense of self

A calligrapher notes that ‘many of us do not... like our own handwriting. It is like being forced to wear someone else’s out-of-date clothes. It does not reflect the way we feel about ourselves, it is not us’ (Jackson 1981, p. 170). Nevertheless, few mature adults with such misgivings make any sustained attempt to change their handwriting. The American author William Gass was unusual in doing so. He relates how at college he ‘fled an emotional problem’ by deliberately and dramatically transforming his handwriting style to ‘a hand that was very Germanic and stiff’ (Plimpton 1981, p. 252). Since one’s established style of handwriting resists conscious interference (Koestler 1970a, p. 290), this must have disturbed unconscious processes. Gass reflects that it was ‘a change in the making of the words’ which ‘stuffed another tongue in my mouth’ (Plimpton 1981, p. 252). The change of handwriting lasted for many years, but his unconscious reasserted itself and his script gradually relaxed back into the ‘sloppy kindergarten scrawl’ of his childhood. Gass felt that ‘if ever I eventually write anything which has any enduring merit, it will be in part because of that odd alteration.’ (ibid.). Gass felt that changing his handwriting changed him. It was a way of recreating himself as someone else.


Dramatically and indirectly this extraordinary example highlights how important for some writers their handwriting (both product and process) can be in relation to their sense of self. One’s handwriting is as unique as one’s fingerprints, though unlike them it is wordlessly expressive, responsive to mood, and known intimately to one’s friends. Handwriting may be important (at least as long as we continue to grow up using it so heavily) in ways of which we are not altogether aware. For Michael Heim, ‘The resistance of materials in handwriting enhances the sense of felt origination... The stamp of characteristic ownership marks written thought as my own, acquired through the struggle with experience and with recalcitrant materials. Handwritten formulation thereby enhances a sense of personal experience’ (Heim 1987, p. 186). The greater the physical effort, the greater the sense of personal achievement. Janet Emig also suggests that: ‘Some of us... may be able to make personal statements initially or steadily only in our own personal script, with all of its individualities, even idiosyncrasies. To employ the impersonal and uniform font of the typewriter may for some of us belie the personal nature of our first formulations’ (Emig 1964, p. 61). For some writers, particularly perhaps for those in the humanities, writing ‘in our own hand’ has a resonance of privacy and informality (in contrast with the fixity and public nature of print) which makes it a supportive medium for the initial expression of tentative ideas (Lyman 1984, p. 78). Where writers need to incorporate qualifying annotations, to add arrows or circles, or to add quick sketches or diagrams (as with fieldworkers in the social sciences), the pen and the pencil are usually easier than the typewriter. Even with the word processor one really needs a ‘graphics tablet’ to support sketching by hand, though book-size computers with screens on which one can write are an intriguing recent development.


Wendell Berry reported that he loved the ‘tangibility’ of ‘the act of writing language down’: ‘I am certainly no calligrapher, but my handwritten pages have a home-made, handmade look to them that both pleases me in itself and suggests the possibility of ready correction’ (Berry 1990, p. 192). The ‘handmade’ is valued here in the context of handwriting in much the same way that for style-conscious people (where there is a viable alternative) handmade objects are often preferred to those which are ‘mass-produced’. Robert Graves even declared that ‘one secret of being able to think is to have as little as possible around you that is not made by hand’ (Plimpton 1977, p. 49). Writing by hand is also experienced by some writers as a less obviously mediated way of making personal contact with others than is writing with a typewriter or a word processor. One academic writer from the humanities declared that ‘I love script, manuscript, and handwriting – of anybody. I write letters longhand when I really do want to communicate with someone’ (in Lyman 1984, p. 77). Presumably this is because the writer knows that handwriting communicates wordless subtleties which make longhand texts a potentially richer stimulus to the reader’s making of meanings. One of the scientists I interviewed felt able to type reasonably and fast but he chose to use a pen for the initial versions of his papers because ‘I find I have more continuity if I’m actually physically writing things... I can sit there with just a pen... in a relaxed atmosphere and just write.’ He denied that it was simply a matter of convenience: ‘I find it very relaxing to do it that way.’ He strongly agreed that he preferred to receive handwritten letters from close friends (Chandler 1992c, p. 273).


An academic lawyer I interviewed expressed a strong attachment to handwriting. Although he wrote a great deal with a word processor, he noted that:

I still find it quite important to be able to sit down and write with a pen or a pencil... I find that quite satisfying in itself... The satisfaction you get out of using a word processor is a more technical one, of using a keyboard and seeing the letters come up very quickly... The efficiency of that... is nice, but I do then miss playing around with pencils, and I think also perhaps the... creative and spontaneous business of doodling around, drawing pictures or lines, which I think it helps in reflection and sorting out ideas. (ibid., p. 247)

Even if he had word processing equipment that allowed him to do that ‘I would still want to mess around with pens and pencils. Because it is... very much a tactile thing.’ He later added that ‘I like the feel of books. I think this is associated with liking the feel of a pen or a pencil.’ He also strongly agreed that he preferred to receive handwritten letters from close friends. He also expressed a desire to minimize technological mediation, seeing handwriting as ‘more direct’ than using a word processor: ‘I think there may be a sense here [in using a pen or pencil] that it’s also something which you’ve got more direct control... and therefore [it is] more spontaneous’ (ibid.). The link between directness and spontaneity is very much in the Romantic tradition. ‘Spontaneity’ came up, unprompted, six times in the course of our discussions over an hour or so. He suggested that: ‘Perhaps there’s... the sense with a word processor that you’re nearer the final version – there’s a sense of finality about it’ (ibid., p. 248). He felt aware of ‘the limitations of that kind of technology, particularly when you’re starting to talk about the more creative and spontaneous side of writing or research’ (ibid., p. 249).

Tools and tactility

Phenomenological commentators such as John O’Neill (1982) emphasize the ‘bodily art’ of expression in writing. Ideas are ‘fleshed out’ in text. William Goyen, a novelist and poet, said: ‘The world that I’m going to write has already been created somehow, in physical sensation before I go about writing it, shaping it, organizing it. My writing begins physically, in flesh ways. The writing process, for me, is the business of taking it from the flesh state into the spiritual, the letter, the Word’ (Plimpton 1985, p. 203; W. G.’s emphases). And for essayist Wendell Berry:

Language is the most intimately physical of all the artistic means. We have it palpably in our mouths; it is our langue, our tongue. Writing it, we shape it with our hands. Reading aloud what we have written – as we must do, if we are writing carefully – our language passes in at the eyes, out at the mouth, in at the ears; the words are immersed and steeped in the senses of the body before they make sense in the mind. They cannot make sense in the mind until they have made sense in the body. Does shaping one’s words with one’s own hand impart character and quality to them, as does speaking them with one’s own tongue to the satisfaction of one’s own ear?... I believe that it does. (Berry 1990, p. 192)

For a novelist such as Donald Murray writing is ‘a physical act of craft’ that involves having ‘fun’ with the tools with which it is made (Selfe 1985, p. 64). And a university student declared: ‘I like the motion, pushing that lead across the page... filling up pages... I like flipping papers and the action of writing. It makes me feel close to what I’m saying’ (ibid., p. 57). The American poet Miller Williams reported: ‘I like the sense of physical involvement in the art [of writing poetry], the sense of actually moving your hands to make them go where the lines are’ (Broughton 1990, p. 355). Of course, not all writers express an enjoyment of the tactility of writing by hand. In my survey of academic writers, scientists showed a strong tendency not to do so (Chandler 1992c, p. 187).


For some writers the act of writing is a sensual experience. For Richard Hugo, an American poet, ‘writing a poem is making love to language... And... the putting of words on paper, in loving, caring ways is an act of love in itself’ (Broughton 1990, p. 216). Less extravagantly, academics in the humanities at Stanford University felt that writing longhand was ‘a sensuous process’ compared with using the word processor (Lyman 1984, p. 77). And Don Ihde remarked that in using a pen ‘the sensuous form of the lettering can take on its own fascination’ (Ihde 1986, p. 112). The closeness of the hand to the paper is associated by some writers with a sense of ‘intimacy’ with their text. For Wendell Berry it is ‘the intimacy of the body’s involvement in the making of a work of art... of any artifice’ (Berry 1990, p. 191). For some writers, in contrast to the text which is printed with a typewriter or a word processor (which has the book-like resonance of published, ‘public’ text), ‘handwriting is associated with a process of discovery and an intimate (therefore private) relationship with the words’ – or even more broadly with language and culture (Lyman 1984, p. 78). James Dickey (a major redrafter) said, ‘I conceive the poetic process as quite a private matter between the poet, his hand, and the blazing white island of paper which he is trying to populate or eliminate’ (Plimpton 1981, p. 210). Discoverers may thus have a particular attachment to handwriting. Pablo Neruda reported that ‘my poetry when written by hand was more sensitive; its plastic forms could change more easily’ than with a typewriter. ‘Poetry ought to be written by hand. The typewriter separated me from a deeper intimacy with poetry, and my hand brought me closer to that intimacy again’ (ibid., p. 59). And Tom Robbins felt a similar alienation with the typewriter: ‘I missed the contact with the page. I like the idea of ink flowing out of my hand and saturating the paper. There’s something intimate about that’ (Strickland 1989, p. 211).


I have referred to the bodily thinking of Discoverers. Although Montaigne reported that he did not revise much, he nevertheless called particular attention to writing as a bodily way of thinking. Writing about his thought was ‘but to give it a body’ (Montaigne 1580, Bk. II, 18, p. 561). Indeed, he felt that his Essays were an embodiment of himself where he hoped that ‘at one view the veins, muscles and tendons are apparent’ (ibid., 6, p. 320). What he wrote were ‘essays of flesh and bone’ (ibid., Bk. III, 5, p. 700). And he sought to make them ‘one solid body, that may peradventure continue some years, or some days after I am gone’ (ibid., Bk. II, 37, p. 654). He insisted that ‘the body has a great share in our being, has an eminent place there... Those who go about to disunite, and separate our two principal parts from one another are to blame: we must on the contrary reunite and rejoyn them’ (ibid., 17, p. 539). In the spirit of Montaigne, Wendell Berry declared ‘I am not going to use a computer because I don’t want to deny myself the pleasure of bodily involvement in my work’ (Berry 1990, p. 192). He continues:

In using computers writers are flirting with a radical separation of mind and body, the elimination of the work of the body from the work of the mind. The text on the computer screen, and the computer printout too, has a sterile, untouched, factory-made look... The body does not do work like that. The body characterizes everything it touches. What it makes it traces over with the marks of its pulses and breathings, its excitements, hesitations, flaws and mistakes... And to those of us who love and honour the life of the body in this world, these marks are precious things, necessities of life. (ibid., p. 194)

He adds that the simplicity of pencil and paper also means that ‘my mind is free to go with my feet’ (ibid.).


Roland Barthes saw the written word ‘as an enigmatic projection of our own bodies’ (in Jean 1992, p. 197), and mystically declared that ‘the pleasure of the text is that moment when my body pursues its own ideas’ (Barthes 1976, p. 17). Elsewhere he wrote:

I have often asked myself why I enjoy writing (manually, that is), to such an extent that on occasion the vain effort of intellectual work is redeemed in my eyes by the pleasure of having in front of me (like some DIY workbench) a beautiful sheet of paper and a good pen: while thinking about what I should write (as is the case at this very moment), I feel my hand move, join, dive and lift, and often, through the act of correction, delete or expand a line, taking the space right up to the margin, thus constructing from the apparently functional lines of the letters a space that is quite simply that of a work of art. I am an artist... because in writing my body knows the joy of drawing on and rhythmically incising a virgin surface (its virginity representing the infinitely possible). (Jean 1992, p. 196)

Barthes’s reference to ‘incising’ a surface with a pen harks back to the roots of writing as an act of ‘inscription’ which involved literally cutting into surfaces far more resistant than paper.


The act of writing fuses physical and intellectual processes, though ideology leads some to deny its bodily, active character as authentic work. Some professional writers see their thinking itself as tactile. This is, of course, characteristic of Discoverers. The novelist Scott Spencer declared that ‘if I could think, maybe I wouldn’t write’ (Ruas 1986, p. 298). And Harry Kemelman’s advice to writers was: ‘Don’t think and then write it down. Think on paper’ (Winokur 1988, p. 97). Whilst thinking is often associated with the visual sense in the rhetoric of the western intellectual tradition, touch is particularly prominent in the imagery of Discoverers. In English we talk of ‘grappling’ with a problem, ‘grasping’ an idea and ‘groping’ for a word until we can ‘put our finger’ on it, and the verb to ‘comprehend’ derives from the Latin verb prehendere – to seize. Such language emphasizes the active struggle to make sense of things, which is very much the experience of Discoverers. We also talk of how we ‘feel’, of being emotionally ‘touched’, and of the social importance of ‘keeping in touch’. Touching is more immediate than seeing or hearing, and typically more urgent. Touch gives us our sense of ‘reality’: pinching ourselves is how we know we are not dreaming. Our sense of reality and our sense of self are, of course, intimately related, and touch is deeply involved in both. Walter Ong has argued that touch, and kinaesthesia (our sense of movement or muscular effort) help to create a sense of interiority and exteriority, leading us to ‘feel ourselves inside our own bodies, and the world as outside’ (Ong 1967, p. 117). He adds that ‘our bodies are a frontier, and the side which is most ourselves is “in”’ (ibid., p. 119). Touch and subjectivity are closely linked:

By the very fact that it attests the not-me more than any other sense, touch involves my own subjectivity more than any other sense. When I feel this objective something ‘out there’, beyond the bounds of my body, I also at the same instant experience my own self. I feel other and self simultaneously. This is how I can differentiate them. Each time I feel something, I also feel myself feeling what I feel... In addition... touch registers an otherness which is somehow struggling against us, and which is thus maximally other (ibid., pp. 169-72)

From an ontogenetic perspective, touch is the most important form of communication for the human baby. And from a phylogenetic perspective, touch is older: even simple organisms employ touch rather than looking or listening.


Some great literary artists have been said to grapple with the worlds which they describe with such creative power that they and their readers seem almost able to touch what is described. Chekhov wrote to Gorky: ‘You are an artist... You feel superbly. You are plastic; that is, when you describe a thing you see and touch it with your hands. That is real writing’ (in Wallas 1926, p. 111). Metaphors of touch highlight the importance of the hand in a sensual way of knowing. Hegel wrote of the hand that it is the ‘animated artificer of man’s fortune; we may say of the hand it is what a man does’ (O’Neill 1972, p. 160). Aside from writing, the hand, of course, is associated in particular with expressive gesture, sexuality, and the making of things – the latter, as Andrew Harrison (1978) has ably demonstrated, being also a kind of thinking. Direct experience is referred to as ‘first-hand’ knowledge; attempting a task for the first time is ‘trying our hand’ at it. Immanuel Kant once said that the hand is ‘the visible part of the brain’ (Ackerman 1990, p. 116).


In evolutionary terms, it has been argued that ‘the hand has contributed as much as the eye to the making of man; together they gave him a new perception of his environment and, with his material culture, a new control of it’ (Campbell 1967, p. 165). Our earliest physical tools were, of course, hand-held, hand-made tools: such tools are thought to have been first created by ancestors of ours who lived up to two million years ago. It has been suggested that such tools may have been modelled on functions of the hand and arm – the hammer on the fist; the scraper on the fingernails; the digging stick on the arm – and that even spoken language may have been similarly modelled on gestures (Mumford 1971, p. 395). Hand-prints on Palaeolithic cave walls, dating back more than 25,000 years, demonstrate that the hand has had a deep and long-lasting symbolic significance. Given the role of the hand in tool-making, fire-making, hunting, gathering and love-making, its primal potency is undeniable. It is an obvious symbol of human physical agency in the world; it also represents the farthest extent of our physical reach. The philosopher Lucien Lévy-Bruhl, emphasizing the importance of gestural language in primal tribes, plausibly suggested that ‘prehistoric days’ must have been a period ‘when the hands were so at one with the mind that they really formed a part of it’ (Lévy-Bruhl 1926, p. 161). Such a perspective may be has a particularly strong appeal for Romantics, for whom the expressive use of the hand can represent a link with primal origins.


Malcolm Cowley, referring to literary writers, declared that ‘I have often heard it said by psychiatrists that writers belong to the “oral type”. The truth seems to be that most of them are manual types. Words are not merely sounds for them, but magical designs that their hands make on paper’ (Cowley 1958, p. 18). Whatever writing tools they use, many writers refer to the hand as having a primary role in their composition. Henry James (1934) wrote of ‘stories straining to shape under my hand.’ And Ray Bradbury said that ‘You write because it’s an adventure to watch it come out of your hands’ (Strickland 1989, p. 57). Hemingway felt that his fingers did much of his thinking for him (Cowley 1958). Walter Scott, emphasizing ‘something separate from the volition of the author’ in writing poetry, said: ‘I sometimes think my fingers set up for themselves, independent of my head’ (Abrams 1953, p. 214). Even Isaac Asimov – a word processor user who did little revision (Broughton 1990, p. 58) – asserted that ‘writing for me is simply thinking through my fingers’ (Winokur 1988, p. 121).


Miguel Cervantes had written in Don Quixote that ‘the pen is the tongue of the mind’ (Ackerman 1990, p. 287). Thackeray said that he thought best when he held his pen in his hand, and Robert Southey declared that: ‘My mind... is either utterly idle, or uselessly active, without its tools. I never enter into any regular train of thought unless the pen be in my hand; they then flow as fast as did the water from the rock in Horeb, but without that wand the source is dry!’ (Harding 1942, p. 50). Of course some of these writers, if they were alive today, might use a word processor, or at least a typewriter. However, some modern writers with a choice of tools have expressed a preference for writing ‘by hand’ – using a pen or pencil. Writing in the 1940s, the philosopher Martin Heidegger deplored the proliferating use of the typewriter: ‘The word no longer passes through the hand as it writes and acts authentically but through the mechanized pressure of the hand. The typewriter snatches script from the essential realm of the hand – and this means the hand is removed from the essential realm of the word. The word becomes something “typed”’ (in Heim 1987, p. 195; my emphasis). In this last remark, Heidegger alludes to typewritten letterforms as standardized ‘types’ in contrast to the particularity of hand-made letterforms. He has not been alone in regarding as ‘mechanical’ such features of typewriters (and word processors) as: the staccato movement of striking keys; the indirectness of inscription; and the uniformity of letter forms (by comparison with the use of a pen or pencil). Handwriting involves more free-flowing movements of the arm and hand, and a physical sensation of moving across a subtly textured surface.


For some modern writers the process of writing with a pen or pencil (rather than any other tool) is experienced not simply as a preference (though it may indeed be largely a matter of habituation), but as fundamental to their processes of thinking. Graham Greene commented that ‘Some authors type their works, but I cannot do that. Writing is tied up with the hand, almost with a special nerve’ (Winokur 1988, p. 159). Similarly, Fay Weldon declared: ‘I choose to believe that there is some kind of mystic connection between the brain and the actual act of writing in longhand’ (Hammond 1984, p. 16). For the anthropologist Jack Goody, ‘Nothing surpasses pen and paper as being “good to think with”’ (Goody 1987, p. 244), and Rebecca West (a multi-drafter) stressed the importance for her of the pencil:

INTERVIEWER: You said once that all your intelligence is in your hands.

WEST: Yes, a lot, I think. Isn’t yours? My memory is certainly in my hands. I can remember things only if I have a pencil and I can write with it and I can play with it.

INTERVIEWER: You use a pencil, do you, when you write?

WEST: When anything important has to be written, yes. I think your hand concentrates for you. (Plimpton 1985, pp. 23-4)

Iris Murdoch, who reported planning her novels in detail (Hartill 1989, p. 9), nevertheless described ‘real thinking’ as requiring physical manipulation: ‘I do not go near a word processor, or even a typewriter. I cannot imagine how thinking can take place on these awkward machines. There is no substitute for ink and I do not even like biros... For real thinking, as in philosophy or writing a poem or novel, one must use a notebook or paper which can be turned over, a pen which scratches out, opposite pages on which variants can be placed, and so on. It must be apt and ready for the eye; easily accessible’ (Hammond 1984, p. 15).


Some writers frame their writing by hand in terms of the preservation of a long historical tradition. John Barth reported with approval the comment of a friend ‘that there’s something about the muscular movement of putting down script on the paper that gets her imagination back in the track where it was’ (Plimpton 1987, p. 236). William Gass also displayed a Romantic attachment to older ways of writing: ‘It must have been very enjoyable – in the old days – to form letters with your quill or pen and hand.’ He even presented the manual typewriter in this light: ‘I... still have an old typewriter. An electric takes away from the expressiveness of the key’ (Plimpton 1981, p. 259). The hammers on electric typewriters are not driven so directly by the striking of the keys as with manual ones: the electric key merely registers being touched, whereas the manual key ‘travels’. Consequently Gass may have experienced a lessening of the ‘authenticity’ of the physical work involved. He went further, identifying the literary text with its original written form (treating writing in this respect as akin to drawing or painting): ‘It was very important for Rilke to send a copy of the finished poem in his beautiful hand to somebody, because that was the poem, not the printed imitation. Writing by hand, mouthing by mouth: in each case you get a very strong physical sense of the emergence of language – squeezed out like a well-formed stool – what satisfaction! what bliss!’ (ibid.)


Not only the pen but the paper may be described as part of a process of shaping ideas. John O’Neill suggested that ‘the writer’s fingers and the page are a working ensemble, an alternation of intelligible space and spatialized intelligence’ (O’Neill 1982, p. 84). This would seem to be very much the experience of Discoverers. Donald Murray, an educator as well as a novelist, seems mystically obsessed with writing tools, confiding that he and a student ‘are always trying out each other’s pens or feeling the texture of a new kind of paper between our fingers. We are writers and we know that there is writing in the paper if we know how to let it out’ (Murray 1980, p. 70).


Some writers find that spreading out their sheets of writing in front of them seems to help them to get a better sense of the ‘shape’ of their text, and of their ideas as manipulable, physical objects. It also enables them easily to compare one part with another. A historian I interviewed liked to spread out his papers. He reported doing most of his academic writing at home, ‘where I’ve got two filing cabinets literally full of files and a lot of books and also more space. I can also... go out in the corridor and lay things around on the floor.’ When points occurred to him, he would tend to get up from his desk, ‘drag something out of the filing cabinet, find it, check, incorporate that, drop it, because I’m not sure I haven’t finished with it, and then the same will happen time and time again, and eventually I’m kind of surrounded.’ This writer seemed to need to be literally located within his writing (Chandler 1992c, p. 221). In my survey of academic writers, those in the arts showed a far stronger tendency than others to want to spread out their papers. An overwhelming majority of the scientists reported only occasionally if ever adopting this practice. The social scientists were similar in this respect to the scientists (ibid., p. 186).

Writing as carving

An ‘expressive’ emphasis in writing stems from the Romantic tradition; an emphasis on the ‘craft’ (or indeed ‘art’) of writing is a Classical legacy. John Updike reflected that ‘in trying to treat words as chisel strokes, you run the risk of losing the quality of utterance,’ by which he meant the spontaneity of speech (Plimpton 1977, p. 452). But for most writers, writing at length involves not only the expression of the writer’s intended meaning but also some degree of shaping.


The psychoanalyst Elliott Jacques referred to ‘sculpted creativity’ as most characteristic of the writing style of mature adulthood, in contrast to a typically more spontaneous approach in younger writers. In this ‘mature’ style it takes more conscious effort to get from inspiration to finished product; it involves ‘working and reworking the externalized material’ (Jacques 1970, p. 42). Jacques used the analogy of sculpting in stone to describe this change of mode because: ‘The nature of the sculptor’s material... forces him into this kind of relationship with the product of his creative imagination. There occurs a process of interplay between unconscious intuitive work and inspiration, and the considered perception of the externally emergent creation and the reaction to it’ (ibid.). Here writing is not just a ‘vehicle’, but material which can be both shaped and reacted to.


Nelson Algren (who composed on a typewriter) said that ‘I always think of writing as a physical thing’ (Cowley 1958, p. 219; N. A.’s emphasis). Tom Robbins felt that writing with ink on paper is ‘more like you’re making something than typing is’ (Strickland 1989, p. 211; my emphasis). Donald Murray said that for him, until something is there on paper, an idea is no more than ‘a mist’. Once there is ‘ink on paper... I can work it’ (Murray 1980, p. 72). For the American philosopher Sidney Hook the use of the pen related to his sense of the ‘weight’ of the ideas he was dealing with: ‘The gravity of my thoughts seems to me to be in correlation with the pressure I put on my pen. When I type something, I always feel it’s superficial because it seems to come off the top of my mind’ (Rosner & Abt 1970, p. 291). Nevertheless Hook distinguished his approach from that of those ‘who work with a pen as if it were a chisel. They labour over their copy, weighing each word and sentence. They are wonderful craftsmen’ (ibid., p. 304). The psychologist Peter Wason, who declared that he used ‘a pen with a broad nib which at least carries the illusion that my words have some weight,’ even saw the initial spontaneous phrase in his academic writing as being ‘like sculpting’ in the sense that his attention was ‘freed from the bonds of serial order’ (Wason 1980, p. 132). It is not uncommon for those to whom writing is a professional craft to regard language as material to be worked. As John O’Neill puts it, ‘A writer comes to experience language, as a sculptor must know the stone or wood or metal in which he works’ (O’Neill 1982, p. 33). Of course, unlike stone, wood or metal, the material of language is richly expressive even before it is worked afresh by a writer: lexical words and phrases have resonances (by association with certain contexts) which transcend any particular use. Indeed, it is an awareness and exploitation of such qualities in the material which characterizes the artist in words. But quite apart from the ‘poetic’ usage of words, many professional writers experience the process of composition, at least sometimes, as the carving or sculpting of meaning.


It is interesting to recall here that William James, in his influential classic The Principles of Psychology, applied the same metaphor to the way the mind makes sense of the world. He suggested that ‘the mind... works on the data it receives very much as a sculptor works on his block of stone.’ For different sculptors, he said, the ‘same stone’ leads to different statues, although he added that ‘in my mind and your mind the rejected portions and the selected portions of the original world-stuff are to a great extent the same.’ In his choice and use of metaphor one may note James’s emphasis on selection and rejection rather than on creation: on cutting away rather than building up. Using the familiar Romantic imagery he declared that the world in which we ‘feel and live’ is one which ‘our ancestors and we, by slowly cumulative strokes of choice have extricated’ from ‘the primordial chaos of sensations’ (which he also described as ‘monotonous and inexpressive’) ‘by simply rejecting certain portions of the given stuff’ (James 1890, pp. 288-9). Elie Wiesel pursued a similar interpretation of this metaphor in relation to writing: ‘Writing is not like painting where you add. It is not what you put on the canvas that the reader sees. Writing is more like a sculpture where you remove, you eliminate in order to make the work visible. Even those pages you remove somehow remain’ (Plimpton 1988, pp. 230-1). This distinction between the writer as an oil painter who works by adding layers and the writer as a sculptor who takes away superfluous matter to reveal an underlying form is recurrent in the rhetoric of writing. I have of course already referred to persistent reworking as the oil painting strategy. Each metaphor has a special resonance. In this context, whilst the oil painting metaphor tends to emphasize the writer’s construction of meaning, the sculptural metaphor (insofar as it stresses cutting away) reinforces the notion of the writer as an instrument for revealing that which is in some sense ‘given’ rather than willed. But the metaphor of carving is nevertheless used both by writers who think of themselves as imposing form on their raw material and by those who seek to ‘discover’ such form within it.


Referring to making the words his own, the poet Archibald MacLeish said, ‘I chip away like a stonemason... in that block of marble. But there’s a delight in the chipping’ (Plimpton 1981, p. 43). Thomas Wolfe wrote, of the evolution of a novel, that: ‘I really did get the sense... that I was working on a great block of marble, shaping a figure which no one but its maker could as yet define, but which was emerging more and more into the sinewy lines of composition’ (Ghiselin 1952, p. 188). For one eminent journalist ‘the piece is... waiting inside the notebook, tape or transcripts, clips files and photos, like a sculpture, waiting for release from a block of limestone. I just have to figure how to get it out of there’ (in Murray 1985, p. 220). There are many examples of professional writers employing crafting metaphors. For some, one senses a desire for their writing to have something of the monumentality of the plastic arts. William Gass declared: ‘I try to make things out of words the way a sculptor might make a statue out of stone’ (Plimpton 1981, p. 249). Georges Simenon said, ‘I am an artisan. I need to work with my hands. I would like to carve my novel in a piece of wood’ (Cowley 1958, p. 142). For him this was partly because he felt that his characters ought to be ‘heavier’ than they were (ibid.); he admired novelists whose characters had ‘the weight of sculpture’ (ibid., p. 143). For other writers, sculpting is more closely related to the physical use of the tools. Janet Emig, an academic writer, referred to ‘the sense of sculpting, of hewing the word out against a paper of specific size and weight’ (Emig 1964, p. 9). Paul Theroux experienced writing as ‘like carving a statue’, associating this in his case with the slowness of the process (Emig 1978, p. 62). An American academic related his sense of sculpting in particular to the process of revision: ‘I love the physical process; I like to write, physically. I like shaping my paragraphs and sentences on the page. I revise and insert endlessly on the page and I get a sort of sculptural pleasure out of revising with my hands. I love the words I use, and I like to have immediate contact with them. I love the English language and love the words as they are, letter by letter, and the shape of them, and how I make them when I write, and I don’t want to lose touch with that’ (in Lyman 1984, p. 77).


I have found only two references to writing as ‘moulding’ rather than carving. P. G. Wodehouse referred to doing a lot of revision on his humorous novels, and to relocating some scenes from one chapter to another, commenting ‘I’m sort of moulding the whole time’ (Plimpton 1981, p. 6). The other reference is in Montaigne’s Essays. He writes that by ‘handling and kneading... new matter over, and over again, by turning and heating it, I lay open to him, that shall succeed me, a kind of facility to injoy it more at his ease, and make it more maniable and supple for him’ (Montaigne 1580, Bk. II, 12, p. 474). The rarity of the metaphor of writing as moulding is intriguing, since the moulding of clay involves the shaping of the material by the hands without the intervention of a tool.


In my own survey of academic writers, most arts specialists (17/31) and only a minority of scientists (11/40) frequently experienced writing as ‘physically carving, sculpting or moulding one’s meaning’; 20/40 scientists rarely did (Chandler 1992c, pp. 186, 352). This may have represented either the scientists’ avoidance of metaphor or a broader disciplinary difference. In either case, the cultural framing of experience would seem to be involved.

Tools and extension

Marshall McLuhan (1964) spoke of all media as ‘the extensions of man’. Nearly a hundred years previously Emerson had already declared that: ‘The human body is the magazine of all inventions, the patent-office, where are the models from which every hint was taken. All the tools and engines are only extensions of its limbs and senses’ (Emerson 1870, p. 64). Pens and pencils are immediate extensions of our fingers – they even look like fingers. The handwritten text is at the tips of the writer’s fingers: in this sense to write with a pen or pencil is to touch one’s text. Jean-Paul Sartre wrote that

I do not apprehend my hand in the act of writing but only the pen which is writing; this means that I use my pen in order to form letters but not my hand in order to hold the pen. I am not in relation to my hand in the same utilizing attitude as I am in relation to the pen; I am my hand... In the act of writing it is the point of the pen which I look at in synthetic combination with the line or the square marked on the sheet of paper. But my hand has vanished; it is lost in the complex system of instrumentality in order that this system may exist... We can insert ourselves into the field of instrumentality only by becoming ourselves an instrument... we cannot act without being acted on... we do not use this instrument, for we are it. (Sartre 1956, pp. 426-7) 

Sartre adds that his body ‘extends across the tool which it utilizes’; his body adapts to the tool, so that in writing it is at the end of the pen as it moves across the paper (ibid., p. 428). However, he also adds that pursuing his purposes allows him to ‘pass beyond’ a tool: ‘To pick up a fountain pen is already to surpass my being-there toward the possibility of writing, but it is also to surpass the pen as a simple existent toward its potentiality and once again to surpass this potentiality toward certain future existents which are the “words-about-to-be-formed” and finally the “book-about-to-be-written”’ (ibid., p. 512). The experience of becoming one’s pen may thus be related to that of becoming one’s book. An American academic also argued that he felt not simply that the pen was an extension of his hand, but that he became an extension of his pen. He related this to a sense of discovery in writing: ‘It is the act of writing that produces the discoveries... The more I trust my pen to do its own writing, the less the writing reflects what my mind thought I would write... Words flow from a pen, not from a mind... I become my pen; my entire organism becomes an extension of this writing instrument. Consciousness is focused in the point of the pen’ (Mandel 1978, pp. 364-5).


The notion of the body becoming an extension of the pen (or vice versa) may seem bizarre. But it has been suggested that: ‘As one writes one usually does not feel the pressure of one’s fingers against the pen although physiologically these pressure sensations are true and can be observed if one looks for them, but usually one’s tactile experience locates itself in the tip of the pen – one feels it scraping or gliding across the paper. The living body therefore goes beyond the boundary of the skin and incorporates the pen as part of its structure in this instance’ (Kruger 1981, p. 91). Phenomenologists such as Husserl have also argued that our sense of self is minimal during experiences which are intense and involving. Hippies have referred to being ‘into’ various phenomena. When we are, in that telling phrase, ‘absorbed in’ an activity, Robert Pirsig suggested that there is ‘an absence of any sense of separateness of subject and object’ (Pirsig 1974, p. 290). Koestler referred to this as ‘a kind of “perceptual symbiosis” between ego and environment’ (Koestler 1970a, p. 298). This is closely associated with unconscious processes. In terms of resonance, it is worth noting that perceptual symbiosis would be interpreted as ‘unmasculine’ in conventional constructions of masculinity which posit a hard ego boundary for males (Easthope 1990, pp. 42ff).


It has also been suggested that a soft ego boundary is characteristic of Romantics (Taylor 1979, pp. 117, 268). Shelley wrote that children and ‘those who are subject to the state called reverie, feel as if their nature were dissolved into the surrounding universe, or as if the surrounding universe were absorbed into their being. They are conscious of no distinction’ (1815, in Forman 1880, p. 261). And Byron said: ‘I live not in myself, but I become a portion of that around me’ (Taylor 1979, p. 115). Taylor speculated that this dichotomy might be linked with personality differences such as reflectivity (inhibition and restraint) versus impulsivity (spontaneous response), a dimension which has been explored in various studies by Jerome Kagan and his colleagues (Kagan et al. 1963). Herman Witkin associated a sense of the separateness of one’s body from the surrounding world with field independence (Witkin 1970, p. 197). And Carl Jung linked a sense of involvement in things with the extravert, ‘who gets sucked into objects and completely loses himself in them’ (Jung 1923, p. 336).


I have, of course, already explored the relationships of users to their tools in terms of the Planner-Discoverer dimension: instrumental attitudes separate the user from the tool whereas existential interpretations refer to media as bodily extensions or to our ‘dwelling’ within them. Polanyi, for instance, declared that ‘we may say that when we learn to use language, or a probe, or a tool, and thus make ourselves aware of these things as we are of our body, we interiorize these things and make ourselves dwell in them’ (Polanyi 1969, 148; his emphasis; see also Polanyi 1964, p. 59). I would qualify this by adding that such an experience is likely to depend on us feeling both comfortable and competent in engaging with the media concerned. Discoverers would seem more likely than Planners to experience ‘perceptual symbiosis’ or ‘dwelling within’ physical tools, perhaps particularly with the pen or pencil. Since the expressive writer who is writing fluently may sometimes experience the pen as ‘part of’ the body, there may be more than a joke in a line of the 18th century writer Horace Walpole: ‘Every drop of ink in my pen ran cold.’ With the typewriter and the word processor, some writers may feel less of a sense of the tool as bodily extension since they no longer ‘touch’ their texts. Indeed, as suggested in the discussion of metaphors of ‘use’ (Chapter 2), for some Discoverers there may even be a feeling of being an extension of physical tools in a negative sense. However, many of those who feel comfortable and competent in their use of the typewriter or the word processor may also experience such tools as extensions of themselves. 

Texts as objects

The act of writing brings new objects into the world. As Shakespeare put it:






... As imagination bodies forth



The forms of things unknown, the poet’s pen



Turns them to shapes, and gives to airy nothing



A local habitation and a name.



(A Midsummer Night’s Dream V i)

Whilst writing a word down ‘objectifies’ it in the narrowly technical sense of giving it a physical form, it may be difficult to think of written words as such as objects (their ‘objective’ existence seems tied to the surface on which they appear). Nevertheless, language does have some sort of ‘materiality’ when it is not treated as transparent: when the importance of resonance is recognized. Such resonance is, of course, openly acknowledged in ‘poetic’ usage, but is often overlooked or even denied where the words used are regarded primarily as a means to an end which lies ‘beyond’ them.  An engagement with the materiality of words involves can be seen as a kind of bodily participation.


As a piece of writing evolves it acquires a recognizable ‘form’. There is a point at which what has been written, although incomplete, would generally be recognized as an example of a particular generic type of text: this is one factor which makes it into more of an object. Texts become more like objects as they acquire substance. When we refer to completed texts as ‘substantial’ a basic requirement is normally that, within their genre, they are relatively lengthy: they occupy space, have occupied time for the writer and will occupy time for the reader. Such texts may, of course, also be considered ‘weighty’ in more than the literal sense when the subject matter is considered to be ‘heavy’; ‘solid’ when the structure of ideas is judged to be highly cohesive; or ‘dense’ when the style seems tightly compressed. Certain kinds of completed texts, particularly published ones, draw more attention to their status as objects than others. A title seeks to make the text the object of attention, and every subsequent reference to this title, spoken or written, reinforces its status as an object. Contents pages, page numbers, headings and subheadings invite us to refer to particular parts. All of these, together with such devices as epigraphs, footnotes and references reinforce the ‘objective’ status of that to which they are attached. And so on.


However, written language does not begin as an ‘object’ for expressive writers in the Romantic tradition, for whom texts are the ‘embodiment’ of thoughts and feelings. For those whose primary purpose is expressive, words may spill out like lava, hot with the writer’s own thoughts and feelings, only gradually ‘cooling’ and ‘setting’ into something more detached. Byron, indeed, referred to poetry as ‘the lava of the imagination’ (Abrams 1953, p. 49). Writers such as Ray Bradbury (Strickland 1989, p. 54) and Henry Miller (Plimpton 1963, p. 143/170) refer to letting their stories ‘cool off’. The fondness which some writers have for the pen may perhaps be related to a peripheral awareness of the ink drying on paper, which may reflect a sense of their thoughts passing from wetness to setness, from being a dynamic part of themselves to being objects separate from them. Umberto Eco felt that ‘you need the flow of ink. You need to wait for the ink to dry in order to allow time for the thoughts to travel on to paper’ (Boylan 1992).


Referring to the stage at which his writing was transferred to typescript, Wendell Berry wrote that ‘I have the notion... that the longer I keep a piece of work in longhand, the better it will be’ (Berry 1990, p. 193). It may be that for such writers (as with Hemingway, quoted earlier), the use of the typewriter may seem to make their writing ‘cool off’ too fast compared with the pen: the shaping of the letters is immediately divorced from the writer (as it is also with the word processor). The effort involved in editing typewritten text may also reinforce a sense of textual fixity (Berry referred to this). In comparison with this feature of the use of the typewriter, text may be experienced as more fluid when the writer is using a pencil or a word processor. However, for some writers the typewriter, and even more strongly the word processor, may give text the ‘public’ resonance of the book far more quickly than other tools. Of course, the cooling off of a text at some stage may be essential for the writer, offering a necessary sense of ‘distance’, so that it can be seen, as Henry Miller says, ‘with a fresh eye’ (Plimpton 1963, p. 143/170). The passing of time seems to be linked with a sense of distance from one’s text, and with the ability to be more critical of it. Writers speak of texts ‘taking shape’ as they work on them, and the sense of the text as an object is no doubt reinforced by revision. I have already explored at length the notion of writing as carving, sculpting or moulding. In drawing attention to manipulability, ‘the act of revision itself treats text as an object’ (Bazerman 1988, p. 220). As Bazerman points out, certain kinds of revision – such as stylistic changes and large organizational shifts – call particular attention to ‘the text as linguistic construction’ (ibid.).


A text is perhaps most obviously an object from the moment of its publication, when it becomes a commodity. This is also the point at which authors acquire or refresh their textual identities, or, one might say, when texts most visibly attain autonomous status (with ‘identities’ which, as time passes, authors may regard as increasingly distinct from their own). In this process, Michel Foucault points to the role of the assignment of an author’s name to a text, arguing that: ‘The fact that the discourse has an author’s name, that one can say ‘this was written by so-and-so’ or ‘so-and-so is its author,’ shows that this discourse is not ordinary speech that merely comes and goes, not something that is immediately consumable. On the contrary, it is a speech that must be received in a certain mode, and that, in a given culture, must receive a certain status’ (Foucault 1969, p. 201).


The use of particular tools gives some writers more of a sense of their texts as physical objects than the use of others. Some word processor users find the fluidity of screen text attractively non-committal, but tactile writers find it ephemeral. Primo Levi (1989) felt that when he used a word processor ‘the words... are shadows: they are immaterial, deprived of the reassuring support of the paper.’ Tom Sharpe’s first experiences with a new writing tool led him to observe that using the word processor his writing is: ‘Not even on a piece of paper. It’s not an object, you see, it’s simply an image... With a screen, you switch it off, it’s all gone. I’ve still got my bits of paper until I get up to throw them away... A piece of paper is substantial. You can hold it, touch it, and when you’ve written a lot of words on paper you feel by God you’ve done something’ (Hammond 1984, p. 214). Note that to such writers, the act of writing is primarily associated with the process of generating words on a surface. When using the word processor, this surface is the screen rather than the paper. Hence one user refers to being ‘worried about the absence of paper’ (Zinsser 1983, p. 97). Text can, of course, be transferred to paper at any time, but this is a separate process involving the computer printer. In the Romantic tradition the process of generating text is at least as important to the writer as the eventual product. In writing by hand, inscription is both direct and immediate. With a conventional typewriter, inscription is immediate but indirect. With a word processor, inscription is both indirect and delayed. Whilst this may lead some Romantics to feel a sense of loss, for many word processor users this is of course a major advantage: the suspension of inscription with the word processor means that words do not have to be ‘committed to print’ until the writer makes a conscious decision to print them.


The fixity of words in writing encourages us to regard our thoughts as more thing-like and manipulable. This sense of the fixity of the word in space is particularly strong with printed texts: in a printed book a particular piece of text is always in the same place on the same page (a cue we find useful in locating information). The word processor generates a final text on paper which the most sophisticated technology renders indistinguishable from that of professionally printed books. It may thus seem to have the potential, for some writers, of extending the ‘thingness’ of thoughts. However, screen-based text has no such fixity when there are additions, deletions and changes of margins. Those for whom the process of writing has a special value may thus experience word processing as decreasing the thingness of thoughts compared with other writing tools. Referring to the difficulty of finding one’s way about text on the screen, one comment from one academic writer that ‘I am not sure where I am’ has a far richer resonance (Teles & Ragsdale 1989, p. 230).

Writing tools and consciousness

Language allows human beings to reflect on themselves as individuals: to be self-aware (Révész 1956). Walter Ong argued that writing ‘is consciousness-raising’, by which he meant that it ‘intensifies the sense of self’ (Ong 1982, p. 179). In further objectifying and separating the ‘the knower’ and the known the act and products of writing can offer support to the maker of meaning’s awareness of self (although, as has already been suggested, such self-awareness may be minimal whilst we are involved in the act of writing, and may only surface when we reflect upon our experience). David Porush suggested that: ‘The author talks to himself through the mechanics of his writing, and the style of the text, its formal arrangements, its patterns and codes, are the sign by which an author not only guides the reader to interpretation but announces his consciousness of his own project, his intention’ (Porush 1985, p. 70). Writing, then, can also support an awareness of the act of making meaning, partly because it requires more deliberate effort than speech. Whilst it may come as no surprise to the reader that I regularly utter bizarre but well-formed sentences in my sleep, it is unlikely ever to be more than a malicious rumour that my writing is produced in this manner. Whilst speech may perhaps tap the unconscious more easily, writing offers a degree of conscious control over words that is not available in speech without technological support. Jack Goody argues that the visible word ‘draws attention to itself’ more than the spoken word does (Goody 1977, p. 125). Writing thus has the potential to support a greater awareness of the medium in the making of meaning.


Linking the medium of the written word and the act of writing are the physical tools and materials used. I referred in Chapter 2 to Paul Valéry’s association of his extensive revision of text with a sense of making the words more strongly his own. He also associated this with an ‘additional degree of consciousness’ (Valéry 1933, p. 33). Given the varying potential for revision featured by different writing tools, any such sense might also be tempered by the tool. I have argued elsewhere that: ‘Writing with a word processor is a far more conscious act than writing with a pen. You must switch it on, find a disk (which may need to be formatted), set margins, adjust default settings as necessary, and, while typing, remember its rules and language for moving around the text, deletion, insertion, copying, formatting, saving, loading and cataloguing’ (Chandler 1992a, p. 181).


One may have written by hand since childhood – one may even have typed for all of one’s professional life – but change is so much part of the commercial world of the computer that one may not use the same word processing system for more than a few years. And each system is quite different. As the saying has it we are ‘creatures of habit’. We come to experience our habitual behaviour as ‘part of us’. Michael Young, a sociologist, reported that ‘the way I hold my pen and form my letters... has become a part of me’ (Young 1988, p. 91). And another sociologist has argued that ‘it is because the experience of the familiar always involves a feeling of me-ness that the unfamiliar is so unsettling’ (McCarthy 1984, p. 117). I find this a suggestive observation: insofar as one’s tools are experienced as part of oneself, sudden changes may provoke the ‘unsettling’ of the self. This may not always be experienced as debilitating: for some mature and reflective writers it may occasionally be generative. But unless we use the same word processing system (or perhaps systems as similar as one car to another) for at least as long as we have used a pen its use is unlikely to feel ‘part of us’ to the same extent.


As I have noted, expressive writing may lead some who write fluently ‘by hand’ to experience the pen as an extension of themselves. For pragmatic writing, effective behaviour may depend on minimal conscious awareness of the physical act, which comes only from bodily habituation to the tool. Merleau-Ponty observed that: ‘To know how to type is not... to know the place of each letter among the keys, not even to have acquired a conditioned reflex for each one, which is set in motion by the letter as it comes before our eye. If habit is neither a form of knowledge not an involuntary action, what then is it? It is knowledge in the hands, which is forthcoming only when bodily effort is made, and cannot be formulated in detachment from that effort’ (Merleau-Ponty 1962, p. 144).


For experienced writers ‘in full flood’ the tools to which they are habituated become transparent: the primary focus is on the making of meaning. Michael Polanyi made a distinction between focal awareness and subsidiary awareness. Subsidiary awareness may involve a kind of bodily knowing. When writing fluently, the writer is unlikely to experience a focal awareness of the act of writing. They are typically absorbed above all in their ideas and the words with which they are shaping them. Any enduring primary consciousness of oneself, of one’s actions or of one’s tools as one writes is likely to disrupt one’s ‘train of thought’. To focus on the (various) means may inhibit the handling of meaning. It is of course in this sense that the old doggerel tells us:



A centipede was happy quite until a frog in fun,



Said, ‘Pray which leg comes after which?’



This raised her mind to such a pitch,



She lay distracted in the ditch,



Considering how to run.

However, for experienced writers, the act of writing may sometimes heighten an awareness of self, of media, or of making meaning. When engaged in writing such writers may experience a peripheral, pre-reflective awareness of using the various media involved. This bodily awareness of the act of writing may serve to enhance the accomplished writer’s sense of craft. The writer’s focus of attention shifts throughout the process of composition between, for instance, the demands of ideas, of words and of physical tools. And such shifts may even be usefully generative. Graham Martin, emphasizing that Polanyi himself referred to degrees of subsidiary awareness, reports that: ‘As I type... I am focally aware... of the meanings of what I am writing, somewhat less aware of the words I am using – though at times a particular choice of words will become focal too (focal awareness continually shifts about); and all the time I am marginally aware of my surroundings’ (Martin 1981, p. 109). As he points out, awareness cannot be neatly divided into focal and subsidiary awareness. In addition to focal awareness, there are many degrees of subsidiary or marginal awareness, which shade off into the unconscious. This suggests that there is less direct conflict between focal and subsidiary awareness than one may imagine.


Amongst experienced writers, an awareness of awareness in writing is perhaps most strongly felt by literary writers. For those who seek to tap the unconscious an obtrusive awareness of the tools used may indeed be unhelpful. Contrary to writers who prefer handwriting, Stephen Spender suggests that touch-typing may allow writers to be less conscious of manipulating the tool than when writing with a pen or pencil. Fluent typing may help the writer to focus instead on ‘bringing the unconscious into the conscious’:

Consider the act of typing to someone skilled in using this machine. In touch-typing there is a physical separation between your mind which thinks, your eyes which look, and your fingers which tap out the letters making up the words. You can think language transmitted through your fingers without at the very moment while you are typing seeing the letters on the page. If you are writing by hand you have, more or less, to look at your hand writing, and at the letters as they appear on the page whilst you are doing so. Your thoughts are, as it were, in the very process of writing, anchored to the page. The physical act of writing is a commitment to consciousness, to the words appearing on the page at the moment of writing them, which is not the case with thinking language in one’s head. (Spender 1982, p. 557; my emphases)

For Spender, seeing the words on paper (or a screen), could distract him from ‘thinking language’. Touch-typing without looking at the words could thus be less distracting than writing with a pen or pencil. Tom Sharpe’s first experiences with the word processor led him to emphasize the importance of a long familiarity with the tool used for writing, such familiarity leading to a less conscious awareness of it: ‘I still write a lot in longhand. I’ve always used longhand; it has to do with tone... I find that using a pen is the best way of getting that tone. The less you’re conscious of your writing, the better. The more you’re concentrating on the matter rather than the way of doing it, the better you’re likely to write’ (Hammond 1984, p. 212). But this may not be a simple matter of fluency in the use of a tool. Sharpe suggested that even the pen could get in the way: ‘One of the reasons I turned from the pen to the typewriter... (was because) I found that it was getting in my way. I was thinking more about how my handwriting looked than about my writing’ (ibid.). In this second reference, he seems to suggest that there is a danger that conscious mastery of a tool can become obsessive, at the expense of one’s pragmatic purpose. The contradictory evidence which he offers regarding his consciousness of the pen indicates that his experience of distraction cannot be ascribed simply to the tool itself. It may be that this was a case of a change of tools being sometimes useful to writers in jolting their thinking out of habitual patterns. In terms of the issue of conscious awareness of writing tools, the writer’s attitude towards the tools and the task which is more significant than the particular tools used. However, such attitudes obviously relate to the extensive and reductive features of one tool compared with another. It is possible that in the initial stages of switching to a different kind of writing tool some writers may become more conscious of aspects of their habitual writing practices. Such an awareness may turn out to be either generative or inhibiting, and may in turn affect the writer’s attitude to the tool.

Writers as readers

Marshall McLuhan asserted that because the typewriter gave text more of a published appearance than handwriting could, typing a text enabled a writer to see it more in the way that readers might see it ‘in print’ (McLuhan 1964, p. 230). Similarly, some writers feel that the word processor can encourage a heightened sense of audience (Daiute 1983). This recalls Lévi-Strauss’s notion of a dialogue with one’s materials. However, if writing is to be shared, the writer must increasingly move away from this kind of dialogue towards a more whole-hearted adoption of the role of a critical reader, until the role of active writer of the text is finally abandoned. Otherwise the writing will truly remain unfinished.


Consciousness of the words and of the structure of a text becomes important when writers must re-read critically what they have written. The need for experienced writers to re-read their texts seems to be strongest when certain situational factors apply, such as: the topic, form, audience or writing tool is unfamiliar; the thinking involved is complex; the text is lengthy; the task is important; the writer’s purpose is more expressive or poetic than instrumental; the writer is more of a Discoverer than a Planner; the text is at a stage where it must become more reader-based than writer-based; sufficient time is available.


Copy-editing for ‘mechanical accuracy’ requires so much detachment that it is often more effectively done by someone other than the author. On this level, authors tend to see only what they had meant to write and so may miss such surface features as typographical slips and spelling miscues. They need to make the medium of the written word transparent in order to read for intended meaning. In order to re-read for meaning or expression writers experience varying needs for a sense of ‘distance’ from the text. Where their purpose is primarily ‘shaping’ writers may need to interpose a greater distance between themselves and their material than where their purpose is primarily expressive. As I argued in Chapter 2, the use of language itself involves distancing the knower from the known, and the medium of writing has the potential to support and extend such detachment. The functional character and resonance of different writing tools and materials make some more supportive of a sense of distance than others. And, of course, writers differ in their need for distance according to their ways of working, specific tasks and phases of composition. As one might expect, typed text is often felt to support a greater sense of distance than handwriting. Joyce Carol Oates retreated from her use of a typewriter for writing her novels, describing it as ‘a thing of formality and impersonality’ (Plimpton 1981, pp. 363-4). But the same features are valued by others. McLuhan felt that the typewriter provided a useful sense of distance compared with handwriting: ‘Typing reduced expression... from personal to impersonal... The typewriter is a good distancer. You’re less closely attached to what you’re writing. Handwriting remains part of you. It’s difficult to see the shape of sentences in the maze of handwriting. When typing, you’re more conscious of the appearance of your writing. You view it stretched out before you, detached from you’ (McLuhan 1969, pp. 102-4).


Robert Graves liked to type up his handwritten drafts of poems in order to read them in a more detached manner (Spender 1982, p. 554). American author Eudora Welty felt that typing ‘helps give me the feeling of making my work objective. I can correct better if I see it in typescript’ (Plimpton 1976, p. 292). W. H. Auden also found that: ‘The typewriter is a help in self-criticism. Typescript is so impersonal and hideous to look at that, if I type out a poem, I immediately see defects which I missed when I looked through it in manuscript’ (Auden 1968, p. 17). Despite his awareness of the typewriter’s limitations, the great rewriter Hemingway noted that when his writing had been typed by someone else and also when he saw the proofs of his text, he could then see it ‘clean in type’ and he was grateful for these chances to ‘correct and rewrite’ (Plimpton 1963, p. 222). A scientist I interviewed told me that for him ‘something that’s typed [or printed] appears to have more authority so therefore I tend to read it with a keener eye... than something that’s handwritten.’ He felt that something that was handwritten was ‘not quite complete yet’: there was still ‘work to do’. ‘If somebody hands me anything that’s handwritten I feel that it’s not quite ready yet’ (Chandler 1992c, pp. 273-4).


Some writing teachers have suggested that the word processor may increase a sense of separateness from one’s text, and that this has special advantages. Referring to the notion of the pen as an extension of the hand, one suggested that this may lead some students to see their own handwritten text as ‘part’ of themselves: ‘Typewriters remove text slightly, but it’s still right there, physically at the tips of the fingers. But computer text appears on a screen... The text’s appearance on the screen, sometimes up to six feet away, adds to this feeling of separation. And that physical distance encourages aesthetic distance. Since the computer-produced text is less part of us, we feel freer to critique and revise it’ (Madigan 1984, p. 146).


Annotation of a printout by hand, a fairly common strategy amongst word processor users, may also serve to distance the writer from the text, supporting dialogue between the writer and the text. However, the sense of distance facilitated by the word processor may have its disadvantages. It may lead to a loss of a sense of intimacy with the text which many writers associate with handwriting. One student writer reported: ‘Maybe I’m too far away with the computer. I mean the screen is there, and I’m here. With a pencil and paper I’m touching the words. Also, they [handwritten words] look like you wrote them, not like the machine wrote them’ (Selfe 1985, p. 57). Iris Murdoch insisted that: ‘The word processor is, of course, tidy, but... Why not use one’s mind in the old way, with pens, paper, notebooks etc., instead of dazzling one’s eyes staring at a glass square which separates one from one’s thoughts and gives them a premature air of completeness?’ (Hammond 1984, pp. 15-16; my emphasis). Murdoch’s Romantic fondness for ‘the old way’ involves a close attachment to the physical act of turning the page, a prominent feature in re-reading a text on paper. Aside from the value of the page (as opposed to the screen) in fixing words in space, page turning may have a special resonance for those who take particular pleasure in the reading of books. There is considerable evidence that some people find that (for various reasons) word processing software, unlike other writing tools, frustrates their re-reading of their texts (Haas 1989b). The problem is primarily with the limitations of a screen as a reading medium.

Limitations of the screen

Unlike other writing tools, the word processor mediates the text which is being written through a ‘window’ in which typically only about 25 lines (and often less) are immediately visible. Text is frequently ‘scrolled’ through a single window framed by the screen, although it can also be ‘paged’ (as in turning the pages of a book), and modern software often allows the use of several smaller windows which can be simultaneously visible on the screen. All of these modes of reviewing text are quite unlike spreading out sheets of paper on a desk, floor or wall. Even where multiple windows exist on the word processor, some writers still find the screen much less supportive of browsing or comparison than with loose-leaf sheets of paper. One user noted that ‘with the computer, I have no sense of the whole text’ (in Haas 1989b, p. 24). And a British journalist commented: ‘It’s difficult to get a shape unless you see it in front of you. There isn’t room on the screen for a beginning, a middle and an end’ (in Berman 1988, p. 25). It is intriguing to recall that the root meaning of the word ‘explanation’ is ‘unfolding’ or ‘laying out flat’. Some academics in the humanities have suggested that the limitations of the word processor screen may tend to encourage ‘hermeneutic [interpretative] description at the expense of explanation and argument’ (Lyman 1984, p. 79).


The academic lawyer whose reservations about word-processing I have mentioned did feel able to compose directly with the word processor, but tended to do so only ‘for smaller pieces’. He told me of ‘the limitations of seeing something in small snatches on the screen’. He added, ‘You lose sight of the overall argument... It’s a very subtle physical and psychological thing, but it does restrict your view of what you’re working on. There is then the temptation to print out so that you can work from hardcopy. And I think it does then interfere with a certain spontaneous reflection on what you are working on’ (Chandler 1992c, p. 249). He felt that the limitations of the screen meant that ‘you just don’t pick up on certain inconsistencies over four or five pages... And it’s very interesting that when you’re just reading through it in hard copy this thing becomes evident quite quickly, and it doesn’t as you’re scrolling through the screen’ (ibid., pp. 249-50). He added that ‘some people would regard it as inefficient that you’re still looking at hard copy, as though there’s something primitive about it’ (ibid., p. 249).


A biologist I interviewed had been using a word processor for 4 or 5 years, and he was increasingly using it to compose from scratch. He was very much a Planner, but he liked to have his plan on a separate handwritten sheet: ‘It’s something I want to refer to and wave about in the air... something to hand’ (ibid., p. 266). Even if he had multiple windows on the screen, or a bigger screen, he would still not feel he could dispense with his handwritten plan. Although he felt that in general that the word processor suited the way he wrote, he said: ‘I do confess to having sometimes to print out an article before it’s finished, so that I can see it, page by page. And I find that easier’ (ibid., p. 267). Note the ‘confession’, presumably of a lack of complete commitment to the word processor – as if the failing were in his use of the tool. As for seeing ‘the composition as a whole’: ‘You just can’t do that. I know you can flip through the screens but somehow you can’t go back and forwards with the same facility.’ He might print out a paper two or three times ‘just to see, just to get the feel of it.’ He would not usually make any extensive handwritten annotations. The need to review on paper reflected a ‘fundamental limitation’ of the word processor screen because ‘it’s as easy as it could be on a screen here... You can’t... spread out the article’ (ibid.).


Exhibit 6.2 summarizes some comparative features of writing tools. Most of these are experiential features, and represent tendencies which some writers have reported, rather than unavoidable constraints. And what might seem disadvantages for some purposes might, of course, be advantages for others.


The experience of the act of writing is rich and varied, and involves a complex interplay of factors. John O’Neill’s phenomenological observations integrate several of my themes – in particular, media as extensions, unconscious acts, knowing with the hand, and emotional resonance:

I reach for my pen when I am ready to write, without consciously thematizing the pen as something with which to write or the distance between myself and where the pen lies. My hand is already looking for something with which to write and, as it were, scans the desk for a pen or pencil which is there ‘somewhere’, where it usually is or where I have just put it down, so that it too seems to guide my hand in its search. But I can look for the pen only because in some sense I have my hand on it. If writing were painful to me or if I were sensible of having to write to someone for whom I did not care or I had only bad news, I could ‘put off’ writing because I did not ‘feel’ like writing. My pen there on the desk would not invite me to pick it up except with a painful reminder of my relations with someone else. Thus the structure of the experience of writing is there in my fingers, in the pen, and in my relations to the person to whom I am writing. It is neither a ‘structure’ which I ‘represent’ to myself – which would not take into account the knowledge in my fingers – nor is it a simple ‘reflex’ stimulated by my pen – which would overlook my relations to the person to whom I am writing. The structure of writing is an ‘ensemble’ in which the elements function only together and whose expressive value for me plays upon my relation to myself and others. (O’Neill 1974, pp. xxvii-xxviii)

Pen/Pencil
















Typewriter
Cannot be as fast (though shorthand)
Potentially faster whilst still legible,




closer to rapid thought

Direct inscription, handmade
Indirect inscription

More tangible
More detached

More idiosyncratic, personal, individual
More objective, impersonal, uniform

More intimate, private, informal, more
Closer to print, more formal, colder,


sensitive

invites critical eye

Better for description
Fine for dialogue

Picturesque, lyrical clarity
Less circumlocution, short sentences

Less colloquial
More colloquial or journalistic

More flowing, fluid
More percussive, discontinuous

Pencil
More spontaneous
Less spontaneous

More erasable, tentative
Solidifies sentences, final-looking

Invites change
Less changeable

Good for initial writing
Good for cool editing later

Word processor
Typewriter
Slightly faster
Slightly slower

Delayed inscription
Immediate inscription

Less self-conscious
More concern about typos

Less initial care, sloppier,
Words need to be more pre-considered,


less critical, more spontaneous

deliberate, less spontaneous

Very editable, malleable, wet, softer
Less editable, more spatial fixity, set


Over-editing makes it less spontaneous
Preserves erasures



Retyping may encourage critical eye

May look too finished


Longer, more complex sentences
More rigid or formal style

More writer-based
More reader-based

Modular formulation
Linear formulation

Less substantial on screen
More substantial, solid

Less sense of overall shape
More sense of whole

Exhibit 6.2: Comparative features of some writing tools

O’Neill’s passing remarks offer a sensitive and illuminating example of a phenomenological interpretation of ‘the structure of the experience of writing’. Even where such interpretations do not reflect the experience of those who read this (who may perhaps dwell on but not in these words) they are valuable in ‘making the familiar strange’: in this case in encouraging us to reflect on the significance of the use of media which we may ‘take for granted’. 
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Writing in Academia

Dewey stressed that the role an individual is assigned in an environment – what he is permitted to do – is what the individual learns. In other words, the medium itself, i.e. the environment, is the message. ‘Message’ here means the perceptions you are allowed to build, the attitudes you are enticed to assume, the sensitivities you are encouraged to develop – almost all of the things you learn to see and value. You learn them because your environment is organized in such a way that it permits or encourages or insists that you learn them.

Neil Postman and Charles Weingartner

This chapter focuses on the social and institutional contexts in which academic writers operate. The problem with the terminology here, is that like the use of the words ‘form’ and ‘content’ the use of the word ‘contexts’ implies that modes of being can in some sense be separated from the circumstances in which they occur: meanings do not exist ‘out of context’. However (like ‘form’ and ‘content’), the term seems to have the Whorfian feature of seeming to be ‘unavoidable’.


Most of us probably think of writing primarily as a private, solitary act, but this ignores the social character of the practice. For instance, writers obviously need a readership. Raymond Williams insists that: ‘I am in fact physically alone when I am writing, and I do not believe, taking it all in all, that my work has been less individual, in that defining and valuing sense, than that of others. Yet whenever I write I am aware of a society and of a language which I know are vastly larger than myself: not simply “out there”, in a world of others, but here, in what I am engaged in doing: composing and relating’ (Williams 1983, p. 261). The writing of academics is socially shaped in terms of reasons for writing, subject matter, stance, structure, style and so on. In the academic world no less than elsewhere, social factors exert a major influence on what is written and published, and on the circumstances under which writing takes place.

Academic tribes and territories

The work of an academic takes place within various social and intellectual frameworks. The university or college is, of course, not only a physical setting for academic work but also a social institution with an elaborate pattern of practices, some unique and some shared with other similar institutions. Such practices represent different ways of knowing. Academia mediates knowledge and ways of knowing, foregrounding some modes and backgrounding others. Indeed, in common usage, ‘knowledge’ refers to the high status ‘subject matter’ which scholars ‘pursue’ in academic institutions. Within academia, certain concerns are not regarded as ‘academic’, and those which are must be situated in disciplinary frames.


In addition to being ‘academics’, those who do academic work are most broadly characterized in terms of an allegiance to disciplinary groupings referred to as ‘the arts’ or ‘the sciences’. The arts (often interchangeably referred to as ‘the humanities’) include such subjects as art, music, literature, languages, history, theology and philosophy, although some references to ‘the arts’ refer in particular to art, music and literature. The sciences (or ‘the natural sciences’) include physics, chemistry, geology and biology, and are allied with mathematics. However, to describe academia solely in terms of ‘the two cultures’ is to overlook in particular ‘the social sciences’, which occupy territory ranging between them, and settled by both. The social sciences include political science, economics, linguistics, sociology, anthropology and social psychology (psychology lies on the border with science). The social sciences include academics who tend to regard their particular disciplines or practices as allied with either the humanities or the natural sciences. The university curriculum also includes a host of subjects which are less easy to classify along traditional lines.


Academics ‘belong’ to specific academic departments within institutions which represent a zoning of academic knowledge. They ‘come from’ specific academic disciplines, and work within more specialized ‘fields of study’. And they subscribe to particular ‘paradigms’ which cross disciplinary bounds, sharing with others certain epistemological assumptions and methodological practices. It is hardly surprising that one commentator refers to ‘academic tribes and territories’ (Becher 1989). It is difficult to define a useful distinction here between ‘cultures’, ‘sub-cultures’, ‘tribes’ and ‘bands’. Perhaps one could say that the broad culture of academia is divided into a range of sub-cultures inhabited by the various disciplinary tribes. Each of these ‘tribes’ is distinguished from others through such features as its focus of concern, methods of inquiry, criteria for evaluation and discourse conventions (in academic texts, the most visible tribal divide is between ‘quantitative’ and ‘qualitative’ paradigms). Tribal differences go far deeper than their visible practices. As Clifford Geertz puts it, ‘the various disciplines... are more than just intellectual coigns of vantage but are ways of being in the world, to invoke a Heideggerian formula, forms of life, to use a Wittgensteinian, or varieties of noetic experience, to adopt a Jamesian’ (Geertz 1983, p. 155).


The sociologists Peter Berger and Thomas Luckmann, in their influential ‘treatise in the sociology of knowledge’, The Social Construction of Reality (1967), explained how social institutions are created and maintained. The construction of reality involves a dialectical process. Social institutions are the product of habitual actions, but they also channel behaviour into predictable routines. As with categorization, many psychologists would regard this process as a means of reducing cognitive demands. Mary Douglas has pointed out that there is a widespread notion that institutions ‘relieve’ individuals of routine decision-making, ‘leaving them free’ to deal with more important matters (a strikingly similar doctrine relates this to computers). She suggests that it is more likely that ‘the individual tends to leave the important decisions to his institution while busying himself with tactics and details’ (a notion which I would suggest can be applied to any complex medium) (Douglas 1987, p. 111). I will return shortly to the issue of institutional influences on individual thought. Here, the key point is the argument of Berger and Luckmann that the ‘reality’ of institutions is a social construction. They did not apply their argument to academic institutions in particular, but according to their stance, the knowledge, texts and personal identities of academics are, like those of all other communities, social constructs. They argued that language is the primary means whereby the world is ordered into ‘objects to be apprehended as reality’ (Berger & Luckmann 1967, p. 66). It serves to generate and maintain the taken-for-granted nature both of institutions (such as universities) and of the various realities exemplified by communities (such as academic disciplines).


More specifically in terms of academic institutions, Thomas Kuhn, a pioneering historian of science whose epistemology is also that of social constructionism, emphasized the importance of the communities in which scientists work. In his seminal work, The Structure of Scientific Revolutions (1962), Kuhn referred to traditions in scientific research as ‘paradigms’, and argued that young scientists learn to take for granted rather than to question the paradigm underlying the research tradition into which they are socialised. Continual questioning of every assumption would obviously inhibit productive research. Later (1977) Kuhn defined more precisely several senses in which he had used the term ‘paradigm’, coining these terms: ‘disciplinary matrix’ to refer to ‘all the shared commitments of a scientific group’; ‘models’, which ‘provide the group with preferred analogies, or, when deeply held, with an ontology’; ‘exemplars’, or ‘concrete problem solutions accepted by the group’; and ‘symbolic generalizations’ or ‘those expressions, deployed without question by the group, which can readily be cast in some logical form.’ This perspective can also be more broadly applied to academic communities other than those of scientists. In the humanities and social sciences academics also share and validate methods.


Kuhn noted that scientific communities are ‘language communities’ (Kuhn 1970, p. 270), and adopting a Whorfian perspective (ibid., pp. 268, 276), stressed that certain things ‘cannot readily be said’ in scientific language, which embodies a particular view of nature (ibid., p. 270). Scientific language is learnt as part and parcel of doing science (and much the same could be said for the language of any academic specialism). The very word ‘science’ (fought for within some disciplines, spurned by others), carries the aura of objective knowledge as opposed to subjective opinion (ibid., p. 96). The myth of the ‘neutrality’ of science is still a prominent feature in the ideology of scientific method (see Winner 1977). It seeks to deny that scientific research is value-laden and driven by social forces. And yet in all academic research the framing of questions and modes of investigation, of answers and their evaluation, is culturally shaped.


Sociolinguists often refer to groups sharing certain discourse practices as ‘speech communities’. ‘Speech’ in this context refers to discourse in general (including writing), and the term ‘discourse community’ is preferred by some commentators; academic discourse includes speech as well as writing, of course. All such discourse serves both to shape disciplinary knowledge and to establish and maintain an evaluative consensus. George Alexander went further, suggesting that in any institutional context ‘the speech act conventions are the job’ (Alexander 1978, p. 32). He consequently referred to the ‘fictionality of institutions and the institutionalization of fictions’ (ibid., p. 33). In David Lodge’s humorous ‘campus novel’, Small World, one of the characters refers to his university’s Centre for Computational Stylistics as ‘not so much a place... as a headed notepaper’ (Lodge 1984, p. 183). Academics who read these words chuckle in instant recognition of such textual entities. In the case of any university the same might be said of the institution as a whole and of all its departments as well as its ‘centres’ for this and that. Universities and their offshoots are in this sense as fictional as those of Lodge’s novel (fictio means a ‘making’). They are social (and indeed to a considerable extent, written) constructions. In an oft-cited article entitled ‘Inventing the University’, David Bartholomae presented the academic world as a discourse community into which students are initiated: ‘Every time a student sits down to write for us, he has to invent the university for the occasion – invent the university, that is, or a branch of it, like history or anthropology or economics or English. The student has to learn to speak our language, to speak as we do, to try on the peculiar ways of knowing, selecting, evaluating, reporting, concluding, and arguing that define the discourse of our community, or perhaps I should say the various discourses of our community’ (Bartholomae 1985, p. 134). All academics learn to use the language of their discourse communities, writing in ways which the community accepts as appropriate. As in the acquisition of their mother-tongue, academic writers enter an on-going conversation in which the rules for participation are already defined.


Shared norms as well as forms of discourse govern the discursive practices of academic discourse communities. From a media theory perspective, we may see such conventions as both reductive and generative: ‘they set limits on a writer’s palette of persuasive and stylistic techniques, but they open up possibilities for the individual and the community’ (Dillon 1991, p. 41). Developed over time to suit shared purposes, they help to hold academic communities together. And as fluency is acquired in the appropriate practices, the mediational roles played by such frameworks retreat to apparent transparency.

Personality differences in academic disciplines

Differences in writing behaviour cannot be characterized solely in terms of the nature of writing tasks. We are not born into academic cultures: we exercise some degree of choice in joining them. There is considerable evidence that the sciences tend to attract people with different cognitive styles from those in the arts. The British psychologist Liam Hudson (1967 & 1970) found that the sciences tend to attract convergent thinkers whilst the arts attract divergent thinkers. A full discussion of such differences is not appropriate here. However, a basic distinction is that ‘convergers are “intolerant of ambiguity” in intellectual matters, while divergers seem positively to seek it out’ (Hudson 1970, p. 16, my emphases). Hudson argued that convergers are attracted by ‘systems of thought from which both muddle and emotion have largely been removed’ (ibid.). They favour ‘clarity’. Divergers tend to prefer what was described in Chapter 4 as imaginative thinking, whilst convergers tend to rely more heavily on realistic thinking (Greene 1975, p. 131). Hudson emphasized that convergers are not necessarily introverts, nor are divergers necessarily extraverts (Hudson 1970, p. 79). In Jungian terms, experimental researchers show a tendency to be oriented towards sensing and thinking. Mitroff and Kilmann associate a low tolerance of ambiguity with such scientists (Mitroff & Kilmann 1978, pp. 32-53, cited in Jensen & DiTiberio 1989, p. 100).


The personality dimension referred to as intolerance of ambiguity derives from studies by Else Frenkel-Brunswik (1949). The human mind works continually to make sense of experiences. We are, above all, meaning-makers – Homo significans – and may in a sense be said to be universally intolerant of ambiguity. However, some people exhibit far more intolerance for it than others. Some features of such intolerance include a strong preference for: symmetry, familiarity, regularity, simple dichotomies, black-and-white solutions, rapid closure, stereotyping and compartmentalization (Frenkel-Brunswik, in Christie & Jahoda 1954, p. 247). However, as Robert Merton points out, what is regarded as ‘psychological over-rigidity’ may in some circumstances represent ‘adaptive social conformity’ (Merton 1968, p. 241). One would expect contexts in which rational analysis has a high status (such as scientific research) to encourage a personal distaste for ambiguity and a preference for clarity. Other contexts, in which individual interpretation is prominent (such as the humanities) may encourage its acceptance.


One of my interviewees, a historian, was clearly no objectivist: ‘Reality is more subtle and complex than the dominant institutions of our society normally allow us to think.’ He added: ‘There are certain things which are irreducibly subjective and bound to remain ambiguous.’ One could not simply ‘clear away’ ambiguity and subjectivity ‘by force of intellect’. He regarded it as ‘absolutely central’ for a historian to be comfortable in accepting ambiguity: ‘tension... is part and parcel of the performance’ (Chandler 1992c, p. 214). He also felt that ‘writing is an expression of personality,’ though (showing anthropological allegiances) he emphasized that ‘human beings are constructed by the societies in which they live, by their experience,’ and that in the academic world ‘consequently one’s personality is the product of the... discipline you work in.’ Although he admitted that his approach to writing must depend ‘to a large extent’ on what he is doing, it ‘must’ also be connected to his ‘personal attitude to writing’ (ibid., p. 217).


A strong association has been shown to exist between personal traits and the basic philosophical assumptions which underlie particular theoretical stances – even within broad disciplines (Johnson et al. 1988). Pursuing philosophical ‘root metaphors’ proposed by Stephen Pepper (1942), John Johnson and his colleagues related theoretical ideas to organic and mechanistic metaphors which represent basic worldviews. Attraction to one or other of these kinds of metaphor was seen as a reflection of personality differences, and as underlying particular kinds of theoretical perspectives.
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Exhibit 7.1: Aspects of mechanistic & organismic paradigms (adapted from Johnson et al.1988, p. 828)

Some key differences between the mechanistic and organismic worldviews are summarized in Exhibit 7.1. In the mechanistic worldview the universe is seen as reducible to discrete parts and their functional relations. Reality is seen as external to the knower, the object as separable from the subject: this is epistemological realism. An empirical methodology is used to describe the world. In contrast, organicism views the universe as in constant flux and the knower and the known as inseparable. The knower constructs a holistic understanding of the world. Such differences might also be described in terms of Classical and Romantic worldviews. On the basis of their studies of behavioural scientists, Johnson and his colleagues reported that:

Organismic individuals were consistently found to be more intellectual, aesthetic, intuitive, innovative and socially skilled than mechanistic individuals. Mechanistic individuals were found to be more concrete, down-to-earth, sense-oriented... and socially hesitant. Mechanistically oriented persons (e.g. behaviourists) tend to be orderly, stable, conventional, and conforming, objective and realistic in their cognitive style... Organismically inclined individuals (e.g. human developmentalists) tend to be fluid, changing, creative, and non-conforming. They tend to be participative and imaginative in their cognitive style... In short, individuals’ personalities mirror their overall philosophical worldviews. (Johnson et al. 1988, p. 833; my emphases)

I summarized in Chapter 4 some observations by Jungian psychologists on apparent relationships between personality factors and the composing styles of writers. Johnson and his colleagues also investigated the relationship of mechanistic and organismic worldviews to Jungian assessments of personality (Jung 1923).They considered two pairings of orientations: sensing vs. intuitive; and judging vs. perceiving. Organicism showed some association with intuition and perceiving. Those oriented towards intuition tend to be imaginative and original, preferring novel, complex ideas; Those who favour perceiving tend to be open, spontaneous, insightful, changeable, impulsive and disorderly. Mechanism showed some connection with sensing and judging. Those favouring sensing tend to enjoy work involving facts, details, routine, and standard procedures. Those oriented towards judging tend to be critical, prudent, guarded, conservative, planful and organized (Johnson et al. 1988, p. 830).


The writer’s primary ‘discourse community’ may not always be that of the academic discipline itself. It has been argued that schools of thought are so important that ‘a psychologist who is a constructivist has more in common with constructivists in other disciplines than with another psychologist who is a behaviourist’ (Willard 1982, p. 39). The work of Johnson and his colleagues on root metaphors would tend to support this position.


Useful as it is, the psychological and psychoanalytic perspective of ‘individual personality’ is, like any perspective, a form of mediation to which media theory has a duty to draw attention. Shifting to a sociological perspective may help to counter some of the limitations of such a view. Reviewing a range of studies, D. M. Wolfe and D. A. Kolb argued that: ‘Undergraduate education is a major factor in the development of learning style. Whether this is because individuals are shaped by the fields they enter or because of selection/evaluation processes that put people into and out of disciplines is an open question at this point. Most probably both factors are operating – people choose fields that are consistent with their learning styles and are further shaped to fit the learning norms of their field once they are in it’ (cited by Becher 1989, p. 106).

Academic roles

Just as personalities and basic cognitive styles play an important part in people gravitating towards particular academic disciplines, theoretical stances and kinds of writing, the adoption of particular academic roles also involves a process of mediation: helping to develop and reinforce certain attitudes whilst inhibiting others.


It is revealing that one of the questions we frequently ask of those we meet is ‘What do you do?’ The question of who we are is commonly regarded as inextricable from that of what we do. In defining who they are, individuals apply to themselves some of the role-labels current amongst the groups in which they participate and amongst those with which they would like to be associated. In adopting such role labels, Howard Becker argued that people ‘learn who they are and how they ought to behave, acquire a self and a set of perspectives they use to shape their conduct’ (Becker 1970, p. 177). In Britain, academics apply for university posts referred to with titles such as ‘lecturer’, ‘senior lecturer’, ‘reader’, ‘professor’, ‘research fellow’ or ‘research assistant’. Each occupational title is, of course, tied to an academic domain, such as ‘professor of sociology’ or ‘research fellow in social policy’. Academics vary in the extent to which they ‘identify with’ the role titles they formally bear. Regarding the scope of the fields to which such names refer, they may tend to interpret it narrowly or to emphasize its link with a broader field. Regarding their own ‘typicality’ in the role they may seek either to conform to type or to avoid such conformity. For instance, wearing some of these ‘hats’, academics refer to certain issues as not being their ‘department’, ‘field’, ‘area’ or ‘territory’ (metaphors which illustrate how academic disciplines spatialize knowledge), and hence not their ‘concern’. Others see themselves as involved in ‘interdisciplinary’ enquiry. Noting the influence of roles on human attitudes and behaviour need not involve a stance of rigid cultural determinism. Their mediating function may be viewed in much the same way that moderate Whorfianism frames the issue of language, thought and reality.


Academic roles involve special modes of shaping reality. In the words of the sociologist Burkart Holzner, the person who adopts them ‘tends to develop specialized ways of understanding, treating, and communicating that aspect of reality which is his particular domain’ (Holzner 1968, p. 161). Holzner argues that ‘social roles... provide epistemologies, basic categorical schemes, preference systems [he refers to Pepper’s ‘root metaphors’], and methodologies through which the role occupant organizes the encountered experience and provides explanations for them’ (ibid., p. 65). Joseph Bensman and Robert Lilienfeld (1973) similarly emphasize the importance of occupational ‘craft’ in the formation of major habits of mind. By ‘craft’ they mean the methods, techniques, attitudes to media, methodologies and social arrangements which are practised in an occupation, profession or craft. Many of these crafts they associate with specific academic disciplines (they describe, for instance, the craft of ‘the historian’ and ‘the psychologist’); others are more general such as the academic and the intellectual and, even more broadly, the artistic and scientific attitudes. They argue that the practice of any craft engenders particular attitudes towards the world. Clifford Geertz agrees that the various disciplines ‘are cultural frames in terms of which attitudes are formed and lives conducted’ (Geertz 1983, p. 14). Holzner suggests that ‘in the case of organized social arrangements which maintain... similar epistemologies we may speak of “epistemic communities”’ (Holzner 1968, p. 68). He presents the epistemic community as maintaining its frame of reference and regulating discourse practices. The members of such communities ‘agree on “the” proper perspective for the construction of reality. In these communities the conditions of reliability and validity of reality constructs are known and the applicable standards are shared. Within such epistemic communities we may thus speak of truly shared modes of the construction of reality’ (ibid., p. 69).


The purpose of writing for individual academics varies according to their conceptions of their own personal working roles. For instance, as an academic one may see oneself or be seen primarily:

•

as teacher, researcher or administrator;

•

as more or less tied to a particular discipline, sub-discipline and field;

•

as more or less committed to particular paradigms;

•

as working in the sciences, social science, humanities or arts;

•

as lone wolf or team-worker;

•

as acting on a local, national or international stage;

•

as conservative, liberal, radical or revolutionary;

•

as scholar, academic, intellectual, theorist, writer, educator, visionary, 
expert, specialist or generalist, professional, pundit, advocate, popularizer, 
bureaucrat, careerist or time-server;

•

in writing – as author, editor, critic, reviewer, referee, reporter, essayist, 
translator, exegete, anthologist, contributor, journalist (and so on).

The importance of such roles for individuals varies greatly. I make no claims for the adequacy of this particular list; only for the importance of roles as experienced by those who inhabit them. The roles of academics both influence and are influenced by the kinds of writing they do, the ways in which they approach writing tasks, and the place of writing in their sense of identity. In terms of writing conventions there are sometimes differences in writing practices between academics according to the roles they regard as significant. For instance, Linda Brodkey suggests that interdisciplinary scholars are more likely to treat notes and references to other texts as central to their (integrative) purposes than are more disciplinary writers (Brodkey 1987, pp. 21-2). ‘Academics’ or ‘scholars’ may be distinguished from ‘intellectuals’ in their citation practices. Whereas the former typically give full citations of sources in their published writings, intellectual theorists who do not see themselves primarily as academics tend not to do so. As Brodkey points out, the academic writer invites the reader to pursue the writer’s reading and would regard less extended citation as whimsical, inconsiderate or arrogant (ibid., p. 16). ‘Scholars’ make extensive use of both notes and references, and often use notes to introduce new information or to qualify claims. This, of course, displays ‘erudition’, an academic virtue particularly associated with scholars. ‘Popularizers’ tend to append rather than integrate sources (ibid., p. 28). And in titling their texts, ‘specialists’ (unlike generalists and popularizers) tend to avoid the poetic (ibid., pp. 22-3). Of course, such practices also vary according to the special conventions of the ‘field’ concerned. Nevertheless, in countless ways, written styles reveal academic allegiances.


In the sense that we are what we do, Brodkey argues that ‘academics are what they read and write and publish’ (ibid., p. 23). Within disciplinary constraints, in a context dominated by writing, academics may to a considerable extent write themselves – creating and transforming their public identities by what they write (within what traditions, acknowledging which models), and where they publish (whether in journals or books, in which journals, and with which publishers). But academics are also written: acted upon by the world of words in which they work. Robert Hariman argues that: ‘The writer is not the sole author of the work, which is also the product of inventional patterns provided by (and sustaining) the writer’s dominant social organization. Academic discourse is made by the academic institution’ (Hariman 1989, p. 213). As George Dillon points out, the danger of interpreting writing as the act of individuals is to treat all scholars as if they were what Foucault calls ‘founders of discursivity’:

What this view tends to minimize is the degree to which scholars are constituted as authors by the disciplinary discourse: as laymen, however gifted, they would have no place to read and send their work, no one to publish it, review it, read it, or cite it and argue with it. The works and views they must refer to, the very issues they can address, are ‘given’ by the state of the disciplinary discussion at the time. True, these things are not fixed and enumerable prior to the act of writing in most cases, but would-be authors must nonetheless define discursive niches within the current field of possibilities offered by the discipline to insert themselves in. (Dillon 1991, p. 158)

Academic realities are social constructions of the groups with which individuals associate. Pierre Bourdieu (1967) argued that there was an academic ‘consensus in dissensus’ over the ‘major problems of the day’. The dominant themes in academic papers and theses reflect ‘the necessary frame of problematic reasoning’ in a given place and time:

What is a ‘topical question’ largely depends on what is socially considered as such; there is, at every period in every society, a hierarchy of legitimate objects for study, all the more compelling for there being no need to define it explicitly, since it is, as it were, lodged in the instruments of thought that individuals receive during their intellectual training. What is usually known as the Sapir-Whorf hypothesis is perhaps never so satisfactorily applicable as to intellectual life; words, and especially the figures of speech and figures of thought that are characteristic of a school of thought, mould thought as much as they express it. (Bourdieu 1971, p. 195)

Academics and writers become what they do. Neil Postman and Charles Weingartner emphasized the importance of what students learn simply from the organization of their academic environment and the kind of activities which they are required to engage in (not just from the explicit ‘content’). ‘What students do in the classroom is what they learn (as Dewey would say), and what they learn to do is the classroom’s message (as McLuhan would say)’ (Postman & Weingartner 1971, p. 30). This is the hidden curriculum. In any educational institution, successful students learn not only what they are explictly taught, but also the inexplicit conventions regarding permissible modes of discourse and behaviour within the framework of the associated discipline.


The primary medium of disciplinary enculturation is the written word. Disciplines differ dramatically in the ways in which they expect students to write, in particular in the overall importance assigned to writing and in the relative importance of analytic vs. personal writing (Bridgeman & Carlson 1984). They also differ in the texts which students are required to use. Thomas Kuhn pointed out that in the sciences, student textbooks exhibit very similar approaches to their topics, in strong contrast to those in the humanities. The presentation of such textbooks is dominated by exemplary problems, model solutions and problems for students to solve in much the same way. ‘Nothing could be better calculated to produce ‘mental sets’ or Einstellungen. Only in their most elementary courses do other academic fields offer even a partial parallel’ (Kuhn 1963, pp. 344-5). Robert Merton (1968) also noted that in contrast to the humanities, in the sciences the ‘classics’ of the past are rarely referred to as texts in their own right. In the humanities, key texts endure, and first-hand acquaintance with them plays an important role for scholars. The study of the actual words of those who have made significant contributions to the humanities makes possible what Merton called ‘a dialogue between the dead and the living’ (Merton 1968, p. 36). Citation in science is primarily of recent contributions which incorporate and typically obliterate significant earlier contributions. Citation studies have shown that in scientific fields 60-85% of the citations of previous research studies were to work from the preceding 5 years; for social science the figure was 30-50%; for the humanities it was 10-20% (Merton 1968, p. 29; Price 1970). Such figures suggest a quite different orientation towards time in the research work of the various disciplines, with the sciences emphasizing recency and the arts historicity.


Successful academic writers become socialized into the intellectual, reading and writing conventions of their fields by the practices of listening and speaking, reading and writing in those fields. Students learn what is considered appropriate in the disciplinary tradition with which they wish to be affiliated in terms of subjects, forms and genres, syntax and diction: broadly, they learn the preferred styles of their discourse communities. It is aspects of these distinctive patterns of language use which are sometimes ridiculed by ‘outsiders’ as ‘jargon’.

Kinds of writing

In academic cultures the published word is accorded far more prestige than that which is merely spoken or even simply written. Publications are prominent features in the social organization of the academic world. As Linda Brodkey points out, ‘more than most people, academics live their lives in print – learn much of what they know about the subjects they study and teach through print... The academic community is... a community whose members know one another better as writers than speakers’ (Brodkey 1987, p. 12). Even oral presentations (lectures and conference papers) are often written to be ‘read’, and are typically treated as rehearsals for subsequent publication. And academic speech in general frequently refers to published writing. Warren Hagstrom stressed the importance of formal channels of communication in science, arguing that ‘many of the procedures known collectively as the “scientific method” are important only because they make possible communication among scientists’ (Hagstrom 1965, p. 12). The organization of the academic community is very visible in its written discourse. As John Swales notes, academic writing can be seen as a ‘web’ of inter-related written genres (Swales 1990, p. 177). Exhibit 7.2 illustrates my own version of such a web.


The medium of the journal paper evolved primarily as a relatively rapid method for communicating scientific knowledge. The growth of journals has been exponential. The first was established in 1665; by 1800 there were a hundred journals; by the mid-nineteenth century there were a thousand; by 1900 there were ten thousand; and by the mid-twentieth century there were around one hundred thousand (Anderla 1973, p. 15). In the period 1969-1978 the number of periodicals published in the natural and physical sciences more than doubled, and the number in the social sciences trebled (Horowitz 1991, p. 193). The proliferation of journals supports ever-increasing academic specialization and the fragmentation of knowledge. Space considerations in the medium also favour small-scale studies (which must also be capable of being ‘abstracted’ still further). In the sciences, academic journals focus almost exclusively on narrowly-focused experimental studies. The medium of the academic journal has contributed to what the sociologist Irving Horowitz has referred to as a ‘shift from knowledge to information’ (ibid., p. 89). He noted that whereas in 1946 around 50% of the papers in the American Sociological Review employed statistics, by 1976 about 87% did so (ibid.). And the establishment of new journals generates papers which to conform to their requirements. So in this sense journals tend to support the narrowing and standardization of approaches. The sheer number of journals also makes it difficult for academics to adopt an interdisciplinary approach, as was pointed out by one of the historians I interviewed (Chandler 1992c, p. 392).
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Exhibit 7.2: A web of academic written genres

Books too, of course, have multiplied dramatically. More than 200,000 different titles were published during the 16th century (Martin 1982, p. 137), but in the single year of 1977, over three times this number were published world-wide (Donaldson 1981, p. 24), and the number has continued to grow substantially year by year. Considering only the field broadly concerned with sociology or economics, Horowitz reported that between 1982 and 1984 about 8,000 books were published in the United States alone (Horowitz 1991, p. 181). Most of these were published in small press runs of one or two thousand copies. Horowitz adds that ‘book publishing in social science has reached a plateau and has even shown downward tendencies... On the other hand journal publishing has continued to expand’ (ibid., p. 184). Of course, university libraries cannot afford to stock all the books or journals produced, even in the disciplines represented in their own institutions. This constitutes a further pressure towards an increasing specialization of research interests within disciplines. And since the 1970s, budget limits have led to a dramatic fall in the number of books bought by academic libraries, and to an even more striking decline in the number of library subscriptions to journals (ibid., p. 192). ‘Rationalization’ is already leading to a move towards electronic alternatives (primarily electronic journals) in the academic publishing system (ibid., passim).


Historically, in the sciences the writing of books was once important, but in modern times the publishing of scientific papers in refereed journals is far more so. In the arts books (and book reviews) are a more prominent feature than papers in academic life. There is an extreme contrast between physics and history, with physics rich in papers and poor in monographs, and history the other way about (book reviews also being very prominent). Becher points out that the writing of books is particularly uncommon in such subjects as physics, chemistry, engineering and pharmacy (Becher 1989, p. 83). Textbooks for students are written by academics involved in teaching in the sciences, but such writing is regarded merely as a technical skill to which no prestige is attached (Hagstrom 1965, p. 22).


The social sciences straddle the divide, with academics here showing no particular preference for books or papers. Those involved in qualitative studies tend to favour books, whilst quantitative studies tend to be published as journal papers (Becher 1989, p. 84). The science-arts differences in this regard are partly a feature of the importance of interpretation and evaluation in the social sciences and the arts, requiring more extended textual treatment. Becher also notes that in the arts books are often regarded as more prestigious than papers. As Becher puts it, ‘A preference for book-length exposition signifies a contextual association, where assumptions have to be developed ab initio, whereas that for article-length pieces signals a contextual imperative, where much of the background argumentation can be taken for granted’ (ibid., p. 102).


Academics seeking to reach those outside their own fields may choose to write books. As one statistician reported: ‘Nothing is more powerful than a book to put the stamp of authority on a theory... With a book there are no limitations of time or space. A book will either convince or not convince... A book gets wider circulation. Papers only get into the hands of the cognoscenti. Books get into the hands of those in other fields’ (in Hagstrom 1965, p. 240). However, nowadays academics who hope to reach the intelligent ‘general reader’ via commercial publishers may be discouraged by current pricing systems which ensure a specialist readership for academic books (Horowitz 1991, p. 39). Another consideration is that since book production is relatively slow, books are not suitable for material which would rapidly become outdated. And an economic constraint, of course, is that books are only viable in conventional publishing where the anticipated demand is considered sufficient to cover publishing costs (and usually to make a profit).


In general, academic books tend to offer more scope than do journals for ‘good-writing, broad themes, and a macroscopic and cross-disciplinary relevance,’ as Horowitz puts it (1991, p. 185). Journals are usually more specialized, being differentiated with regard to focal concerns. They may be tied to a single academic discipline or may be more inter-disciplinary; within this framework they differ in how topic-specific they are; they may serve regional, national or international concerns; and they may be more of less tied to particular ideological standpoints and methodologies. Indeed, Horowitz argues that ‘in the social sciences at least, most journals have such finely tuned methodological criteria for publication, that the method rather than the findings, or even the theory, become central’ (ibid., p. 167). In terms of length, of course, journal papers are most comparable with single chapters in a book. Academic writers may sometimes be presented with a choice between publishing a paper in a journal or as a chapter in someone else’s book. Some American commentators (from the organizational sciences) feel that ‘publishing in a journal or giving a paper at a meeting carries more weight in promotion, tenure and merit decisions than a book chapter’ (Mitchell et al. 1985, p. 263).


Howard Becker, an American social interactionist, argued that the dominant academic written genres tend to favour particular methodologies: ‘The journal article of standard length, the most common means of scientific communication, is made to order for the presentation of findings that confirm or refute hypotheses. The Ph.D. thesis virtually demands that its author have a set of findings, warranted by his own operations, which yield conclusions he can defend before a faculty committee. The research grant proposal... pushes its author to state what his project will have proved when the money has been spent’ (Becker 1970, p. 72). He suggested that such forms led to an emphasis on ‘the single study’: a free-standing research project narrowly focused on testing a hypothesis.

‘Writing-up’

A notable difference between academics in their use of writing is that in the humanities their research is typically experienced as inseparable from their writing, whereas in the sciences people commonly speak of ‘writing up’ their research as if it were an unproblematic act of recording that which is already clearly established. Such orientations towards writing, of course, approach the poles of the Discoverer/Planner continuum.


Hagstrom reported that for scientists, ‘“Writing up results” is considered to be one of the less pleasant aspects of research – it is not intrinsically gratifying in the way that other stages of a research project are’ (Hagstrom 1965, p. 16). He added that scientists tend to report that they most enjoy their work at the stage when they feel they have largely solved a problem. Writing up results is typically regarded as a chore. Charles Bazerman offers this explanation for the attitude of most scientists to ‘writing up’: ‘By the time the scientist gets to the actual writing up of theoretical and experimental findings, much of what will appear on the page has been determined by earlier constraints and choices. Thus the writing up of results may seem to be a perfunctory necessity, a painful obligation, but not an essential part of scientific discovery; by extension the entire writing process can seem epiphenomenal, rather than essential, to science’ (Bazerman 1988, p. 201). One of the scientists I interviewed told me that ‘when I’m actually working on a project I like to see things work out. And I like to come to a conclusion. But once the conclusion’s reached, and I’m happy with the conclusion, that’s it. The rest is just mechanical; it’s just putting it together’ (Chandler 1992c, pp. 268-9).


Elsewhere, Bazerman (1983) has also pointed out that the ‘writing up’ of scientific research is often very rapid compared with the research itself. He cites the example of Crick and Watson’s work on DNA, which took about two years, whereas writing up was done in just over a week. However, one might say that, in terms of the jargon of writing research, ‘pre-writing’ is a major phase in science, a period in which laboratory conversations and notes can be seen as a kind of drafting. David Hamilton, a rhetorician, has noted that the ‘apparent ease’ of scientific writing also contributes to a sense of it ‘as separable from the main work of science, not the means by which science comes into being, but a task appended to what science really does’ (Hamilton 1978, p. 36). ‘Writing up’ is commonly regarded as presenting results simply and clearly. However, it is not unproblematic, as positivistic perspectives would suggest. It requires purposes to be made clear, the argument to be organized, criticisms to be anticipated. And basic reformulation of ideas may still be required. As Bazerman puts it:

Even if no major changes occur, the author in controlling the words for the final formulation must manage the impression of the prior literature, the experimental design, the laboratory happenings, the data and its relation to the phenomenon investigated, the conclusions, and the conclusions’ certainty, The scientist-writer must fine tune the language to reveal the proper levels of precision and uncertainty... All this impression management must be done while attending to the stylistic conventions and preferences of the editor and audience. (Bazerman 1988, p. 202)

And, as noted in Chapter 4, in the case of many scientific writers some element of authorial ‘discovery’ concerning the research as well as the paper may be involved during the writing (Rymer 1988).


Peter Medawar argued that the format of the scientific paper gives a misleading impression of the nature of scientific research. And, as noted, Bazerman and others have refuted ‘the traditional view that scientific texts simply and unproblematically report on nature as revealed through empirical investigation’ (Bazerman 1984, p. 39). Harold Garfinkel and his colleagues (1981) go further, showing that the organization of scientific investigation is influenced by the need for a written report. Other studies support the notion of the need for papers influencing the organization of research. Although Rymer has shown that even leading scientists differ in the extent to which their writing is pre-planned, one reported that for him, ‘the planning of the paper is really part of the process of structuring the research... The intent to publish the paper is there before the research begins.’ A second said, ‘I will plan experiments along the way with how they would look in the publication.’ And another felt that pre-planning the paper meant that this eliminated experiments which were not necessary ‘to prove a point’ (all cited in Rymer 1988, p. 239). Rymer suggested that ‘perhaps planning scientific work with an eye on publication operates appropriately for normal science but less effectively for revolutionary research,’ but felt that it was more likely to be ‘a matter of the scientist’s personality’: in particular in terms of an orientation towards planning or discovery (ibid., p. 240).


Evidently, the term ‘writing-up’ to describe the role of writing in scientific research is misleadingly insofar as it suggests: a) a separation between research and writing; and b) the unproblematic nature of the process of writing. The idea that writing is done only in the final stages of the research process is in harmony with the models of research adopted by most official academic research funding bodies. This includes the Economic and Social Research Council (ESRC) in the UK, so there is a built-in (and growing) bias against researchers in the social sciences who adopt qualitative research paradigms which acknowledge the power of rhetoric. This induces tensions in those whose practices lean towards the arts, where the notion of ‘writing-up’ is quite alien. Walter Nash suggests that ‘in arts subjects the “result” [of research] is often the argument itself, less often the body of data, or the “content” around which the argument is developed’ (Nash 1990, p. 12).


Terms of appraisal for papers in the various disciplines can be very revealing. Historians are unusual in referring to work being ‘masterly’, and to ‘good craftsmanship’, which as Becher notes, ‘suggests a particular emphasis on gaining command of, and shaping into an aesthetically pleasing, purposeful and well-articulated product, a body of miscellaneous and formless raw material’ (Becher 1989, p. 23). In the social sciences, Duncan Lindsey (1978) found that editors were concerned above all with ‘the value of an author’s findings to the field’, but also valued ‘grasp of design’, ‘sophistication of methodology’, ‘theoretical relevance of material’ and ‘creativity of ideas’. Sociologists are inclined to use words such as ‘persuasive’, ‘thought provoking’ and ‘stimulating’, which ‘suggest a particular concern with the quality of the analysis itself and with its effects on the audience’ (Becher 1989, p. 24). Editors in the natural sciences value ‘replicability of research techniques’, ‘originality’, ‘mathematical precision’, and ‘coverage of the literature’ (Chase 1970). In physics only work which is both ‘accurate’ and ‘rigorous’ is of any worth. In mathematics one hears references to solutions being ‘elegant’, ‘economical’, ‘productive’ and ‘powerful’, ‘which points towards a knowledge field in which it is possible to identify structural simplicity, reducing explanation to essentials, and where, in a close network of interconnected phenomena, certain discoveries hold within them the means of generating many others’ (Becher 1989, pp. 23-4).

Collaborative writing

In the sense that writing is a social practice, all writing involves some degree of collaboration. Space prohibits me from exploring this topic in detail here, and I will confine myself to alluding to few key points.


The most dramatic difference in writing practices between writers in the arts and those in the sciences concerns co-authorship of academic papers. In my own survey of 107 academic writers, 73% (29/40) of the scientists reported that they always or often co-authored papers, whilst 90% (28/31) of the arts specialists indicated that they only occasionally if ever did this. Social scientists were closer to those in the arts than to those in science on this issue (Chandler 1992c, pp. 187, 351). These findings were consistent with those of many other studies. Tony Becher noted that collaboration is more common amongst empiricists than amongst theorists, and related the emphasis on individual authorship to the importance of interpretation in particular disciplines, such as in theoretical sociology, modern languages, and history (Becher 1989, pp. 95-8). Teamwork reinforces the need for shareable data, methods and results in the sciences.


Hartley and Branthwaite have offered useful data on collaboration in academic writing (based on a survey of psychologists). The most common method of collaboration reported was for the participants to write parts separately and then to put the whole text together. The next most common strategy differed only in that one of the collaborators was responsible for putting together the final version. It was less common for one colleague to do a complete draft, for the other to edit it, and then for the drafter to revise it. And it was very rare for them to work on the same parts but separately (see Chandler 1992c, p. 171). Side-by-side composition was not a listed option in the survey. One of my informants noted, ‘What I did find impossible was trying to write something together in the sense of both writing the same page... It’s one thing to divide something up, it’s another thing to actually share responsibility page by page... It’d be alright if your styles were the same’ (ibid., pp. 237-8). However, another had succeeded in co-authoring one book in this way: ‘It was very collective in the way in which we even agonized over individual words together... It was quite hard going... quite draining... In purely academic terms I think it’s very good, but it’s not easy’ (ibid., p. 245).


In a study of leading academics writing in the field of biochemistry, Jone Rymer noted that there are two main modes of collaborative writing: normally, a junior member of the research team does most of the writing; occasionally, the principal investigator does; in both cases others also collaborate.


For ordinary science, representing the great majority of total output, 
someone other than the principal investigator does the actual writing. One 
of the group members drafts most of the paper; then the head of the group 
revises and edits it to ensure that it meets his standards and that this new 
‘chapter’ fits into his overall publication plan for reporting from his lab. 
Frequently, graduate students are the major writers of these papers. 
Sometimes their mentors provide overall guidance and do some revision; at 
other times, senior scientists treat graduate students’ manuscripts with 
benign neglect; at still others, they simply use novices’ efforts as rough 
drafts. (Rymer 1988, p. 222)

In the more unusual cases, the principle scientist ‘considers himself the author’ and typically writes the introduction, the discussion and the abstract, though others may draft the sections on Materials and Methods and on Results, as well as figures and tables.

Motives for publishing

Academics must, of course, not only write but also publish. Research is not completed until it is reported to the academic community. Papers may be read at conferences, but formal publication is considered to be far more important. A historian I interviewed told me that his academic writing was ‘originally... just a natural progression from doing research... In an academic community the natural thing for anybody to do is to write some of that up... It was just part of one’s identity as a historian.’ He added that ‘writing and teaching just go together. They really are the same sort of activity.’ Later he put it differently: ‘First of all it is part of the job, and anybody in any job is always thinking about making progress in that job, and the accepted way for academics to make progress is to do research, and to write – even more now than it used to be. But secondly, it is an ego trip, there’s no question about this.’ ‘Showing you can do it?’ I asked. He replied, ‘Well, a) that you can show you can do it and b) that you know people are reading what you write, and you like people to read what you write... I think it would be unfair to say that you like people to know who you are... You like to think that you are part of other people’s process of making up their minds about a question’ (Chandler 1992c, p. 227).


One of the lawyers I interviewed told me: ‘I enjoy the process of writing for its own sake: the satisfaction of putting a subject into some kind of order or finding out something and then conveying that information to as many people as possible’ (ibid., p. 242). Another lawyer reported taking on a major commitment to contribute an annually updated textbook because this offered an opportunity... to write with a lot of very distinguished people who were doing it already... I knew that I had to get in on this – this was my big career move’ (ibid., p. 395).


Academic writers are quick to quote the saying, ‘Publish or perish!’ Academic publication is not simply a reflection of a disinterested pursuit of knowledge. A mathematician told me that he was disappointed by colleagues in another department for whom the prime concern in research and writing seemed to be ‘championing one’s cause’. ‘It’s not done necessarily from the point of view of discovering knowledge but it’s just personality advancement.’ He added: ‘We have to publish to survive these days’ (ibid., pp. 251-2). Another of the historians I interviewed strongly agreed that the only reason he wrote was because he was expected or required to do so. He insisted that he found writing ‘extremely unpleasant’ (a phrase he used twice): ‘I regret ever having had to do it. I never entered the academic profession with the understanding I would have to write a lot.’ He sought promotion, and ‘the only way I could see out of it was to do so much that they couldn’t stop me.’ Regarding his research in general he added, ‘I’ve never enjoyed it – it’s always just been a means to an end’ (ibid., p. 222).


Michael Mahoney (1978) insists that the primary motivation for publication by academic writers is job security and personal advancement. In universities there are usually contractual obligations to publish, and promotion takes into account the number of papers published. Outsiders may be struck by the crudity of the use of the word ‘productivity’ to refer to the number of professional books and papers which academics publish each year. Whilst the main task of university lecturers (as opposed to contracted researchers) is to teach and supervise students, job promotion prospects are explicitly related to the formal evaluation of productivity in this sense. Mahoney even reports that one American departmental chairperson assessed the case for endorsing the promotion of colleagues by physically weighing their publications. Such a pressure to publish tends to favour quantity rather than quality. It is also a major disincentive to longitudinal studies. ‘Interim reports’ in particular are often published primarily to pacify sponsors rather than to share important new findings (Williams 1977, p. 241). Thomas Mahoney cynically points out that whilst most motives to publish academic writing require a publication to be read (as a means to an end), some require it only to be published (as an end in itself) (Mahoney 1985, p. 20).


Other important motives for publication are: achieving recognition or extending one’s reputation; ‘staking a claim’ on an idea or discovery; seeking to shift the focus of a discipline; and attracting research funding. One scientist told me that for him, writing was normally ‘a direct result of a particular project.’ Publication had a ‘fairly high status’ in his discipline: ‘Apart from the obvious college perception in that we have to be seen – “Publish or die!” – at the present time, I think within our group, which is a high publication group... it’s perceived amongst ourselves that it’s important, and we use it. Because we’re constantly having to bring in funds from outside we use the publication thing within our reports to say... “It’s an active unit and anyone who comes here will be subjected to this and expected to be also active”’ (Chandler 1992c, p. 268).


Academic authors are not usually paid for their ‘contributions’. Popular articles are paid for, and academic books do earn royalties, but at least amongst scientists such publications are considered far less prestigious than refereed papers. Hence Warren Hagstrom chooses to describe academic publication anthropologically, in terms of gift-giving (Hagstrom 1965, pp. 12ff). Although many academics are under contractual obligations to publish a minimum number of papers per year, many publish more, and others under no such obligation also publish. Academic publishing is primarily a gift-exchange system rather than a contractual or bartering system. Gift-giving is associated in many contexts with the maintenance of common values. In academic publishing, the gift of papers is reciprocated with the gift of ‘recognition’, though as Hagstrom points out, as is proper in gift-giving, academic authors may publicly deny any expectation of such a return, stressing instead their concern with the advancement of knowledge. Hagstrom argues that the desire for recognition leads scientists to conform to the goals and norms of the scientific community. Gift exchange functions as a social control system which reinforces the socialization process in science (Hagstrom 1965, p. 52). In the context of scientific writing, ‘Publication of a finding enhances its status: it converts it to a “fact”’ (Williams 1977, p. 242). The author has to plead the case, however. Bazerman (1983) reviews research that suggests that a major feature of scientific writing is the struggle for acceptance into the existing body of scientific knowledge. This helps to account for the heavy use of citation and a strong continuity of language from previous literature. At the same time, an impersonal tone and technical language can also be seen as attempts to present ideas as if they were already accepted.


Exhibit 7.3 offers cumulative data from the survey of academic writers by Hartley and Branthwaite on the motives which academics report for deciding to write something.

Motives for Academic Writing 
Always/
Sometimes 


Seldom/
(N=88)
Often



Never

Completing work by writing it up
53 (60%)
32 (36%)  

  3 (3%)

Want to make a significant contribution

to knowledge
30 (34%)
49 (56%)  

  9 (10%)

Accept request from an editor or

colleague
22 (25%)
55 (62%)

11 (12%)

Feel must publish or perish
21 (24%)
35 (40%)

32 (36%)

Accumulated ideas are ready to

communicate
20 (23%)
42 (48%)

26 (30%)

Want to clarify ideas
12 (14%)
43 (49%)

33 (37%)

Students need more suitable material
  3 (3%)
34 (39%)

51 (58%)

Exhibit 7.3: Motives for academic writing (adapted from Hartley & Branthwaite, personal communication)

The academic publishing system

Academics may be fortunate enough to feel free to write whatever they want to, but they cannot necessarily publish it. And since published books and papers are so central to the work of most academics they must to some extent tailor what they seek to publish to the demands of the academic publishing system.


Publishers of both academic books and journals include not only university presses and learned societies but also commercial publishers (who may or may not specialise in academic publishing). Publishing via university presses and learned societies almost invariably involves rigorous peer review, so such channels are often regarded by academics as more prestigious than commercial publishing. However, commercial publishing can be faster, which can also be important to academic authors, and commercial publishers specialising in academic publications often employ some peer review too (though with more of an eye to the market). Commercial publishing prospects vary according to discipline: books in the natural and physical sciences tend to have the best commercial prospects; those in the humanities the worst; social science books usually occupy the middle ground (Horowitz 1991, pp. 101ff).


Hagstrom stresses the importance of journals in establishing a sense of a scientific community, insisting that:

Communication precedes community, and community precedes self-identification. Scientific publications devoted to a special field precede the emergence of the field as a discipline, and the emergence of the discipline precedes the identification of scientists with it... The primary reference group of the scientists is composed of those who read his published work... As long as the readers of the journals in which a scientist publishes identify themselves, and are identified, as members of a traditional discipline, he will find it difficult not to identify himself as a member of that discipline. Only when a periodical is established that is devoted to a field with its own distinct goals and standards will it be possible for him to conceive of himself as a new kind of specialist; only then will it be possible for a self-conscious community of specialists to arise. The recognition sought for and awarded in periodical publications controls the scientist by forming his conception of who he is. (Hagstrom 1965, p. 210)

Irving Horowitz disagrees, arguing that ‘in sheer causal terms, the emergence of an intellectual discipline, or a particular field of activity, precedes publishing activities in such a field. At the same time, the range and quality of publications provide a series of benchmarks for measuring the maturation of a discipline’ (Horowitz 1991, p. 228). However, the relationship between the development of an academic community and the emergence of publications of interest to its members is likely to be far more subtly and dynamically interactive than either of these positions suggests. Academic journals both reflect and reproduce the structure of epistemic communities. As Richard Whitley argues, ‘the existing set of journals... constrain[s] and direct[s] research topics and ways of working on them. The development of new domains of investigation and/or novel procedures for working on them frequently, therefore, necessitates the formation of a new journal, especially in highly structured and integrated fields’ (Whitley 1980, p. 316). Of course, specialized journals may facilitate the emergence of a field, but they do not guarantee that it will become an established discipline. Without university departments devoted to its concerns a discipline cannot be considered to be well-established.


The publishing system in the academic world has been described as a ‘mediating technology’ between scholars (Mahoney 1985). Interpreters of the system differ in the emphasis they give to the functions of communication and control (Cummings & Frost 1985, p. 5). Currently, those who control academic publishing outlets act as a ‘primary screening mechanism’ to select and reject ideas for publication (Staw 1985, p. 105); the alternative would be for them to function primarily as communication media, leaving screening to the research community at large. Post-publication reviewing already plays an important role in academic publishing: published reviews often provide a critical public assessment of the adequacy of an academic book, and they are particularly important in commercial publishing. Some commentators, such as Gareth Morgan (1985), tend to emphasize the dysfunctions of control in the academic publishing system. Such writers typically focus on the role of gatekeepers and on power differentials between authors, editors and referees.


In the academic world the ‘peer review’ system determines which papers will be published in the journals. The peers involved are the editors of academic journals (themselves recognized specialists in the field) and academic reviewers, or ‘referees’ (specialists in the topics covered). Referees are called in by editors as advisors on the acceptability of the manuscripts which are submitted for publication. Their identities are not usually revealed to authors, although their comments are usually forwarded to them by the editor. Even before reaching referees, a paper must pass an editor. One editor of a mathematical journal admitted that by choosing the referee in one way or another, he could guarantee that any particular article would be accepted or rejected (Davis & Hersh 1987, p. 63). The editorial and referee system is a form of gatekeeping: a formal mechanism for controlling access to the field. Michael Polanyi felt that the gatekeeping function was essential in science, where journals would otherwise be crammed with the scribblings of cranks, frauds, dabblers and bunglers (Dillon 1991, p. 25).


Differential patterns of rejection rates depending on discipline have sometimes been noted by researchers. Bazerman (reporting Zuckerman & Merton 1971), noted that: ‘In fields with strong consensus as to what constitutes significant work competently produced (such as physics, geology, and linguistics), up to 80 per cent of the manuscripts are accepted for publication; in fields with low consensus, such as history, language and literature, and philosophy, up to 90 per cent of manuscripts are rejected’ (Bazerman 1983, p. 172; see also Mahoney 1978). Zuckerman and Merton (1971) could find no sign of bias in the review process for Physical Review. Far more particularistic standards of evaluation have been noted in social science than in physical science: showing the influence of nepotism, friendship, professional affiliation and so on (Pfeffer et al. 1977). In a study by Michael Mahoney (1976 & 1977), 75 behavioural psychologists were asked to review manuscripts on a controversial subject in psychology. The introduction and experimental procedures were identical, but different groups of referees were given different results and discussion sections. In one set of manuscripts the results supported the known point of view of the referees; in another, they went against them. Other groups were given ambiguous results with discussions either supporting or contrary to their positions. Mahoney concluded that: ‘Our scientific reviewers tended to recommend the article only when it reported evidence that supported their positions. When the data contradicted their position opinions, they criticized the article’s method and interpretation, and they urged it be not published’ (Mahoney 1976).


There are ‘schools of thought’ in all academic fields, including the sciences. Many scientists deny that there are radically different schools of thought in their disciplines – particularly physicists. Scientific disputes tend to be portrayed as non-substantive or ‘philosophical’. And scientific journals often discourage or exclude polemical – even ‘theoretical’ – papers (Hagstrom 1965, pp. 255ff). In the social sciences differing paradigms are obvious, and openly acknowledged; philosophical differences are considered to be of fundamental importance. Consequently the evaluation of research in the social sciences is far more dramatically ideological than in physical science. Within academic publishing outlets certain topics and approaches come in and go out of fashion, partly under the influence of funding agencies. Morgan argues that the current distribution of power among the referees for prestigious journals in the organizational sciences favours positivist rather than qualitative paradigms. The language of behaviourism still permeates the official Publication Manual of the American Psychological Association, which contains detailed prescriptions for the style, format and contents of manuscripts, and which is used as a standard by many American social science journals, even outside psychology. Such journals effectively exclude alternative approaches. A positivistic referee in one such journal dismissed a single case study ‘since it has an N of 1’ (Morgan 1985, p. 66).


Morgan stresses that limited journal space leads to an emphasis on the rejection rather than the acceptance of manuscripts. With most ‘reputable’ journals, editorial decisions tend to be conservative, acting as a check on innovative approaches and inhibiting dialogue in their fields. As Barry Staw points out: ‘Under current practices, when a paper is disliked by two or three referees it is likely to be rejected outright. When a paper is disliked by one referee it is likely to go through substantial revision, usually softening its impact (and influence) on other imagined readers who might share the objector’s viewpoint. Thus the most divergent papers (and ideas) may never make it out to the field or survive in a forceful enough tone to be truly provocative’ (Staw 1985, p. 104).

Choosing or being chosen

Academics with an established publishing track-record are often approached to write, edit or contribute to books, or to write popular articles. However, for journal and conference papers the usual pattern is for prospective contributors to submit unsolicited. Conferences span much the same spectrum of formality as journals: the most prestigious have a formal refereeing system and publish in their proceedings those papers which are accepted. Such proceedings, however, tend to have a more restricted circulation than journals. A historian told me that ‘what you do, unless you’re invited to do something, is to write and then think, “Now where’s the best place for this?”’ Sometimes, he added, papers have a ‘fairly natural slot’ (Chandler 1992c, p. 394). There is often only a limited number of journals for which a paper would be suitable, bearing in mind the types of papers the journals normally publish.


Thomas Mahoney argued that ‘authors implicitly rank journals in terms of prestige value,’ and tend to seek publication in the most prestigious journal which is feasible for their paper (Mahoney 1985, p. 20). Most of the academics I interviewed agreed with this (Chandler 1992c, pp. 392-402). Mahoney offered this as ‘both cause and consequence’ of the low acceptance rate for prestigious journals. Gareth Morgan suggested that although the acceptance criteria of journals are seldom explicit the visible style and ethos of journals meant that ‘journals select authors by enacting the environment of “perceived acceptability” as much as authors select journals’ (Morgan 1985, p. 65). Journals function not simply as passive filters. Sometimes an academic will not strive to publish in the most prestigious outlet (a process which can demand considerable drive, determination and patience), but will opt for the route of least resistance. A lawyer told me why he had chosen a particular journal for one of his papers: ‘It’s partly that I do have some connections. I’ve published two articles there before and I know the editor fairly well’ (Chandler 1992c, p. 397). And a mathematician reported that a colleague ran ‘his own journal and he accepts articles of mine.’ These ‘almost bypass the refereeing system,’ which, he added, ‘is... not a good thing’ (ibid., p. 399).


One academic writer reported that the length of his papers affected his choice of journal. He felt that short articles probably were not likely to ‘enhance your reputation very much... There are other people who quite like the idea of having a large number of publications, and so would be quite happy to do that sort of thing’ (ibid., pp. 398-9), but he was ‘more interested in writing substantial pieces than little pot-boilers’ (ibid., p. 398). The decision about where to seek publication may not depend on a single author. A palynologist told me that what he was involved in writing was co-authored by a range of specialists, ‘so therefore it’s no good putting it into my specialist journal.’ In addition, ‘we feel that it... gets to a wider audience if we go for some of the bigger, more general journals. So that’s what we tend to do’ (ibid., pp. 401-2).

Writing tools and social relations

Peter Lyman, a sociologist, pointed out that changing technologies of writing may have major implications for ‘the social relations of knowledge production’: ‘The word processor changes the economy of effort in the small practices of writing: it is simple to delete words and to insert words; it is simple to print a revised copy; it is simple to send a text across the country in seconds by electronic mail’ (Lyman 1984, p. 81). In the context of the universities, such a change may affect the relationship between academics and secretarial staff. When word processors are easily available to academics, particularly if they are on their own desks, there is often a tendency for them to do typing which might otherwise have been done by a secretary. Indeed, Lyman reported that at Stanford university some of the academics in the humanities who were encouraged to use the word processor objected to doing ‘the secretary’s work’. He did not indicate what the secretaries felt about this.


Most of my own interviewees, however, stressed that doing their own word processing was valuable in avoiding the long delays and reluctance to revise which they had previously associated with secretarial typing. A biologist reported that using a secretary limits the amount of revision one may do: ‘she gets fed up... after a number of revisions’ (Chandler 1992c, p. 267). One of the academic lawyers I interviewed said that ‘articles I had written in previous years had often sat on a secretary’s desk waiting to be typed up. And then once it was done if it wasn’t obviously wrong it had better stay as it was because it would have to be completely rewritten [retyped]’ (ibid., p. 239). A mathematician reported that it was ‘too soul destroying to get a typist to make even minor changes,’ so he made use of a word-processor, though he added that ‘word-processing can take much longer than handwritten work’ (ibid., p. 258). A palynologist personally did the typing (even of substantial group reports) for ‘convenience’ and speed. ‘You may get it back 2 weeks later, whereas... I can do it in two days, easily.’ But he also added: ‘You give it to a secretary it’s like something that’s physically away from you... Maybe I just don’t like these things being out of the room.’ He added: ‘I don’t feel it’s a chore’ (ibid., p. 271). A historian told me that he did have access to a secretary but that she was heavily occupied with administrative concerns and he preferred to do his own academic typing on a word processor. He added: ‘you’re not in control if you give it to somebody else... You give it to a secretary to do, you’re losing control... Here, I’m in charge’ (ibid., p. 233).


Marshall McLuhan stressed that ‘thoughts transposed into type are in effect published’ and that ‘the typewriter fuses composition and publication’ (McLuhan 1969, p. 103; 1964, p. 228). At the typewriter, the writer ‘commands the resources of the printing press. The machine is like a public-address system immediately at hand’ (McLuhan 1964, p. 230). The word processor makes it even easier for writers to circulate their own work in a presentable form. One academic writer told me that he liked being able, using his word processor, to send drafts to colleagues for comment (Chandler 1992c, pp. 240-1). Such a strategy obviates the need to gain access to (or to incur additional costs with) a photocopier. Lyman pointed out that the introduction of word processors in the humanities at Stanford University ‘changed the economics of publication’ since academics began to use the equipment to print manuscripts which would otherwise have been uneconomic to publish (Lyman 1984, p. 81). Particularly when associated (as it increasingly is) with desktop publishing (DTP) software, word processing can take authors even closer to more formal publication. The quality of print produced with a DTP package and a laser printer can be indistinguishable from that of a professionally produced book.


The use of word processors by academic writers can sometimes speed up formal publication where the publisher accepts the text on disk (as is increasingly the case). So too can the use of desktop publishing systems where the author produces ‘camera-ready copy’ for the publisher. One problem with word processing and desktop publishing systems is that text can look infinitely more finished and ‘publishable’ than its content warrants. As one academic writer noted regarding students’ use of the word processor: ‘we have had to learn not to equate the thoroughness of the appearance with the content’ (in Teles & Ragsdale 1989, p. 232). Some commentators express fears that publishers are too easily fooled by smart presentation, and suggest that the use of the word processor has encouraged the publication of texts which do not warrant the status that this accords them (ibid.).


Lyman reported that some academics in the humanities felt that the spread of computers would lead to an emphasis on articles rather than books in the humanities, promoting ‘productivity’ rather than the creation of monumental works. One should note, however, that these writers were being encouraged to use word processors by what they saw as the ‘technical and scientific power centres of the university’ with whom they associated a concern for ‘efficiency’ (Lyman 1984, p. 87). The easy availability of computers did lead at Stanford to a sharing of databases by some academics in the humanities, which Lyman suggested might be ‘a new form of scholarly production’ (ibid., p. 82).
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Exhibit 7.4: The ecology of the act of writing 

Enthusiastic academic computer users often use electronic mail (or e-mail) as well as the word processor, typically to communicate rapidly with others in their field (including those in other countries). An exploration of e-mail is not within the scope of this book, but it should be noted that academics often have reservations about it. One of the academic writers I interviewed in a law department was ‘suspicious of people who seem to be completely sold’ on word processing and electronic mail as a way of writing or communicating. ‘I’m very suspicious of it because I think it reflects some problematic aspects of personality. There are dangers in communicating too much through this kind of medium because, for one thing, you lose the face to face interchange which I think can be very revealing and useful’ (Chandler 1992c, p. 251). A scientist told me that the main problem with writing a paper was that his collaborators were not ‘physically around to bounce ideas off’: they came together to meet several times during the development of a paper. He did feel that they would probably make much more use of electronic mail in the future, but he insisted that ‘there’s something about the physical presence of being there in a relaxed atmosphere... You’ll look somebody in the eye and see whether he really means something or not.’ It could be difficult to ‘get across’ ‘feelings and proper nuances’ using e-mail (ibid., pp. 271-2).


The act of writing needs to be seen in an ‘ecological’ perspective (see Exhibit 8.4). Writing in academia is a complex ecology involving a subtle and dynamic interplay of disciplinary frameworks, personalities and worldviews, textual forms and linguistic practices, tools and techniques. It is a vast topic, the study of which necessitates drawing upon the work of scholars from a wide range of disciplines, and I have been able to do little more than outline here what seem to me to be some key features of interest from the perspective of media theory. I hope that this very partial account has at least indicated that writers not only write but are also in various ways written by the processes which writing involves.

Afterwords 

That poor straight line of language makes organizing a book... very difficult. I need to show how my argument, my reasoning, my picture, my vision is made up of interlocking pieces; the pieces hinge on each other in their more-than-three dimensions and need to appear all together, all at once. [But].. words and themes have to be strung one by one on their long, long, long but pitiful string, and the depth is lost and the emphasis is twisted. Something has to come first and something has to come last, and all the other things in between in their single file queue, stuck powerless between their neighbours.

Amorey Gethin

For most everyday purposes what people write is far more important to them and their readers than how they do so. However, in this book my primary focus has been on some of the processes of mediation involved when writers write. As I have shown, such processes are not only technological, but also psychological, linguistic, social and cultural. I have explored some of the ways in which meanings can be shaped by media and methods, technologies and techniques, processes and practices, forms and functions, content and contexts. I have discussed the inseparability of form and content, or medium and message, and have challenged the primacy of a focus on explicit ‘content’, arguing that processes of mediation are fundamental to the making of meaning. My focus has been on mediation because this exploration is primarily intended to be a tentative contribution to ‘media theory’. Media theory redirects our attention to the processes as well as the products of interpretation. Mediational processes are taken for granted in everyday life because they are generally assumed to be unproblematic (which for everyday pragmatic purposes they often are). Familiarity typically leads the mediation involved to retreat to transparency. One of my intentions for this book was to try to reveal something of the problematic nature of such mediation by making it more ‘visible’ in a variety of ways.


I have suggested that it is misleading to think of processes of mediation in writing in terms of ‘carrying messages’ to ‘receivers’, both because this assigns a passive role to readers, and because it makes no allowance for the transformative character of mediation. I have explored some of the transformative features of a variety of writing media, including the English language, the written word, conventional formats, and writing tools. Processes of mediation need not necessarily involve physical media. I have not suggested that tools such as typewriters and pens are as important as language in mediating experience. The mediating role of tools even in the experience of writing is relatively minor by comparison, and it is only a close and extensive examination of their role which has made this loom so large. Many facets of dynamic interaction between media and meaning-makers have been described.


I have also argued that Planners and Discoverers represent the poles of a continuum regarding our experiences of the use of media. Planners use tools, acting with them; Discoverers engage with media, being acted upon by them. This is so for language, the written word, generic formats and writing tools. Unlike Discoverers, Planners tend to feel able to separate form and content, medium and message, tool and technique. And in the academic world, Planning tends to be favoured by writers towards the scientific end of the academic continuum whilst Discovery is favoured by those towards the arts end. However, not all scientists see themselves as Planners and not all writers in the arts are Discoverers. Disciplinary norms are not the only mediating factors involved here.


Of course, differences catalytical to experiences of using media are found not only between users but between the media with which they work. Media are not equally suitable for all purposes: they have differing, sometimes perhaps unique, properties. Hopefully, this book has anchored itself sufficiently strongly in the various media involved in writing for the emphasis on unitary aspects of media theory not to obscure the special character of particular media. It is, of course, essential for media theorists to study the ways in which media differ: to do this they also need to study different media in different ways. But if ‘media theory’ is to have any validity as a subject in its own right there is a need for some broad themes as well as for more specificity regarding the features and resonances of particular media.


The widespread, instrumental assumption that media are neutral tools lies at one end of an attitudinal spectrum, whilst at the other lies the equally misleading notion that they determine the meanings which can be made with them (a viewpoint associated with the reification of media as autonomous forces independent of human action). Here it is important to emphasize the mediational function of the social (cultural, historical) context of use and the diversity of individual experiences of engagement with media. As Ruth Finnegan notes: ‘Certainly, different media imply differing constraints and opportunities. But they would not be in use at all without the exercise of human choices and activities in the context of a large range of other factors – each of them doubtless with their own constraints and opportunities’ (Finnegan 1988, p. 161). Finnegan argues that we should focus not on the media involved, but on ‘the way in which people in practice use technologies, make choices and select from (or ignore or even oppose) what is available to them’ (ibid.). This is a valuable corrective: the milieu is at least as important as the medium. I have attempted to demonstrate that particular purposes, practices, forms and conventions mediate the experience of writing. The study of all processes of mediation (not just of technological media) can be fruitful. I have specifically considered some of the processes of mediation involved in being an academic writer. In addition to their roles as ‘academics’, such writers develop allegiances to fields of inquiry and schools of thought. These involve constraints on their use of language and of the written word – as does formal academic publishing.


Media themselves come into being to serve human purposes and bear the marks of their cultural origins. Whilst a medium has a function rather than ‘a purpose of its own’, human purposes are embedded in its structure as well as manifested in its use. Media can be seen as synchronic structures that represent the ‘freezing’ of diachronic social strategies. But media are more than tools over which we can exercise absolute control to suit explicit, predetermined purposes. Whilst the nature of a medium does not determine attitudes or behaviour, I have argued with regard to language, written genres and writing tools that the medium can play a part in exercising transformative influences of which the user may not always be conscious, and which may not have been part of the purpose in using it.


The choice and use of any writing medium frames a text within contexts of media use which affect the meanings to which this gives rise. How users of a medium interpret the experience of use depends primarily on priorities and practices regarding media in particular cultural contexts. Ruth Finnegan notes that ‘we use media for certain purposes, but these purposes are not necessarily inherent in their nature’ (ibid., p. 3). The importance of engagement with a particular medium in the context of people’s social roles, and how they perceive this to relate to their culturally shaped values, habits of mind and behaviour, influences the ways in which they in turn frame the medium.


Einstein and Heisenberg have been (no doubt ‘distorted’) influences in leading us to consider the relativity of our frames of reference. James Carey argues that ‘reality cannot be exhausted by any one symbolic form’ (Carey 1989, p. 63). We all have available a range of frames of reference which we can adopt (Holzner 1968, Ch. 1): sometimes we actively choose them; sometimes we use them unconsciously or conventionally; sometimes one frame ‘breaks down’ and we find ourselves at least for a moment outside it: physical tools or words, for instance, may ‘fail us’. Shifting from one frame of mediation to another can deepen our experience of a phenomenon and our understanding of mediation. Indeed, it is the only way in which we are able to counter the taken-for-grantedness of the frame outside which we have stepped. Wittgenstein made the point that we ‘cannot use language to get outside language.’ Similarly, we cannot reflect on the framing of experience by a given medium without stepping out of that medium. The extent to which we may do so may be limited, as in the case of language. However, Burkart Holzner suggested that ‘playfulness makes possible the manifold of different perspectives, among which we can shift almost at will’ (Holzner 1968, p. 53), so perhaps playfulness is a necessary quality of media theorists. The rhetorician Kenneth Burke (1945 & 1950) argued that it is by shifting perspective that we establish ‘reality’, though he favoured the tropes of language (such as metaphor) as such perspectival tools.


A critical engagement in media theory may require us to learn from the poets and artists how to examine more closely the processes of mediation involved in the everyday phenomena we typically take for granted. Artists draw attention to the media with which they engage: they are perhaps most fully aware that the expressivity of their artefacts is inseparable from the media involved. To become aware of the ways in which we engage with a medium we need to distance ourselves from it: to look with other eyes, to feel with other hands, and so on; making the medium more visible or tangible. Metaphor is one tool we may employ in our own deliberate attempts at ‘making the familiar strange’.


In constructive models of the making of meaning the active role of all participants is now well-established. Far more than simply Homo loquens, Homo scriptor or even Homo faber (makers, or toolmakers) we are, above all Homo significans: meaning-makers. We now need to devote more attention to exploring our modes of making meaning with the media involved, and to the subtle transformations involved in all processes of mediation. We must also acknowledge that media do not simply ‘mediate’ experience; they are the tools and materials with which we construct the worlds we inhabit. The recognition and study of processes of mediation underlines the constructedness of reality. Engagement with media may even be fundamental to the construction of consciousness (Carey 1989, pp. 104-5).


Some disciplinary specialists may interpret my broad characterization of media theory as ‘imperialistic’, particularly since I have tried to take advantage of the perspectives of a wide range of academic disciplines in which I am not a specialist. For instance, I have playfully explored the implications of looking at the use of any medium in terms of features it might share with the use of language. I have also borrowed the spectacles of philosophers of technology to see what light their use might shed on our engagement with those media which are seldom seen as ‘technologies’. I have even tried to look at the use of media as if this were in the context of works of art. I have practised such academic promiscuity because I believe that trying to shift one’s frame of reference can be generative. I hope that the relevant academic specialists will feel able to forgive me, and I hope that some of my readers will find such frame-shifting useful too.


Even for some of those involved in the field, the difficulties in referring to a wide range of human creations as ‘media’, and for others reductive connotations, have led them to avoid the term (e.g. Ong 1982, p. 176). However, as I hope I have shown, a concern for media need not be primarily technological: far more fruitful approaches are, for instance, phenomenological. Avoiding the term ‘media’ may close the door to media theory, which, if not an emerging discipline, offers a valuable and exciting multi-disciplinary meeting place for psychologists, sociologists, anthropologists, linguists, philosophers, literary and aesthetic theorists, historians of language, technology and culture, computer scientists, media educators, educational technologists and all students of communication and rhetoric. The dynamic ‘ecology’ of media can, indeed, only be adequately investigated from a multi-disciplinary perspective. The subject is far too large for any individual to grasp alone, and I have leant heavily on the insights of other scholars throughout the development of this book. It is unfortunate that the territoriality of academic disciplines, and of their publishing systems, tends to make it so difficult to pursue such inter-disciplinary research.


Whilst media theory can be applied in many fields, this does not of course, mean that I am offering it as some kind of all-consuming subject. Media theory focuses on the means of organizing experience, on the phenomenology of the processes involved, on the interpretation of human experiences of such processes, and on their ecological relationships. The concepts which it draws on – such as framing, selectivity, extension, reduction, transformation, resonance and ecology – offer us potentially powerful metaphorical tools which may help us to generate productive ideas about processes of mediation from the various perspectives of our own specialisms, as well as to counter the academic fragmentation of experience.


This book cannot escape the charge of fragmentation. The authorial cliché blames ‘space’ for restricting the author’s coverage of relevant issues. But selectivity is unavoidable. In saying anything one chooses not to say something else. Words, chapters, books and so on unavoidably cut things off from each other. To focus on ‘writing’ may tend to suggest that it is somehow separable from that which is ‘not writing’. This may appear to exclude the less visible processes involved in producing text, and yet one might reasonably suggest that writing is inextricable from everything else one may do – that life is a seamless web. The absent presence of endless omissions lurks in and around the textual world I have created here. Some writers (and I am one) declare that their books are never finished. An unfinished text leaves loose ends and invites its own undoing. Not only does it ‘leave questions unanswered’, it leaves questions unasked: questions which lurk between the lines. My revision of the text has been increasingly an attempt to make it more oriented towards the convenience of unknown readers rather than my own. Whilst the text has ‘deepened’ with the time I have dwelt on (or in) it, becoming (I hope) rather more subtle, complex, and less clear-cut, the form has tightened. Formal features may thus tend to suggest that the issues are clearer than I feel they are. Making the text more cohesive may have disguised some of my ambivalences. However, I have little doubt that I have overlooked contradictions, leaving in the frozen text traces of the subtle and dynamic nature of being.


As Plato pointed out in the Phaedrus, what is written becomes detached from its author (and what is published even more so). It is detached in space (the author is very rarely available in person to discuss it with a reader) and in time (one’s views are shifting all the time: one may have ‘gone beyond’ them, or may even have ‘gone beyond’). A published author cannot help existing in what Erving Goffman calls a ‘textual self’ (Goffman 1981, p. 173). Writers encounter such textual selves from time to time as strange and autonomous impostors from the past. In part, this may represent a sense of having ‘outgrown’ such encapsulations of one’s ideas: one’s texts are like a succession of skins one has shed. It is embarrassing to meet one’s textual selves, frozen into various states of immaturity. Indeed, to react otherwise might be to suggest that one’s intellectual growth had itself become frozen. Print excludes a direct dialogue, and this can be frustrating for writers who find themselves wanting to argue even with their own texts once they have been frozen in the medium of the printed word. But there is no escape from the phenomenon. Texts cannot be deconstructed from ‘within’. For one thing, this would involve the inescapable loops of recursion: each attempt at deconstruction would need deconstructing. And quite apart from its logical absurdity, any such attempt would also be an epistemological impossibility, since (as Derrida would point out) authors cannot fully understand what they have written: the deep ground of the ideas which underlies the text is forever invisible and inaccessible to the author. Whatever value this book may have cannot be assessed as a ‘reflection of reality’ (as if that were something independent of a point of view), but only in terms of its utility in meaning-making to those who find themselves reading it. Trapped as a textual entity in these words ‘at the time of writing’ rather than engaged in responsive dialogue with the current reader, I can only stress that it is a fragmentary and unfinished text which lies open now before the reader.

Appendix

Writing Strategies

My typification of composing strategies was based on an extensive review of the published self-reports of writers. For obvious reasons, such reports tend to be mainly those of ‘literary’ writers: novelists, poets, playwrights, essayists and biographers, although I did also assemble a collection of the rather more scattered accounts of academic writers. I followed up this review with a survey of 107 academic writers, 86% of whom reported frequent use of one or more of the strategies derived from these sources (Chandler 1992c & 1993).

Architectural strategy

The metaphor of the writer as ‘architect’ is prominent in Neo-Classical literary theory, emphasizing, of course, conscious planning and design (Abrams 1953, pp. 166-7, 201). I have not uncovered a direct reference to the strategy as ‘architectural’ by modern writers who use it (perhaps an indication of how pervasive Romanticism still is), but Gertrude Stein does refer dismissively to writing which comes ‘out of an architectural drawing of the thing you are doing’ (Ghiselin 1952, pp. 159-60). Of course, no such dismissiveness is intended here.


Academic writers in my study who used this very common plan-write-edit strategy reported that they consciously chose their writing strategies. They were less likely than others to see writing as a way of thinking. In these respects these writers tended to be Planners. Whilst most writers agreed that they wrote better when concentrating on the topic rather than on the way they were writing, frequent users of this strategy showed this tendency more strongly than other writers. All this suggests a ‘rationalist’ approach. However, they showed an implicit awareness of the role of the unconscious insofar as they exhibited the strongest tendency amongst all groups to think that it helped to leave their evolving texts and to return to them later. They showed less of a sense of writing as intrinsically rewarding than other writers did; they were perhaps among the most pragmatic writers. They showed a slight tendency to be interlinear editors: that is, to add annotations between lines of text on paper. Those who were word processor users showed a far stronger tendency than other writers not to find the size of the word processor screen restrictive.

Bricklaying strategy

I encountered examples of the metaphor of bricklaying in my review of writers’ accounts of their composing styles. Most explicitly, William Zinsser said: ‘I have to get every paragraph as nearly right as possible before I go onto the next paragraph. I’m somewhat like a bricklayer: I build very slowly, not adding a new row until I feel that the foundation is solid enough to hold up the house. I’m the exact opposite of the writer who dashes off his entire first draft, not caring how sloppy it looks or how badly it’s written’ (Zinsser 1983, p. 97).


In my survey, academic writers who frequently employed a sentence-by-sentence strategy were also very likely to work on a paragraph-by-paragraph basis. Their approach was, of course, largely sequential and the correction of linguistic slips tended to be done mainly as they wrote. They showed a stronger tendency than other writers not to complete a draft in a single session. They showed some tendency to feel that it helped to leave a piece of writing and come back to it later. They usually had a clear idea of what they wanted to say and strongly disagreed that thinking would be difficult without writing: they tended not to be Discoverers. They tended not to agree that the more they were concentrating on the topic rather than the way they were writing the better their writing was. They showed a stronger preference for handwritten letters than did other writers, and tended not to use the word processor (those who did so showed a strong tendency to find the screen size restrictive).


Bricklaying can be a slow process, and Malcolm Cowley referred to writers working in this way (such as William Styron) as ‘bleeders’ – perhaps because he didn’t work this way himself (Cowley 1958, p. 20). Those who employ it often refer to how different it is from the water-colour strategy, and in my survey its use was most closely allied to the use of the architectural strategy. It may be worth remarking that the image of the writer as skilful and intelligent ‘artisan’ is closely allied with that of the writer as architect in Neo-Classical literary theory (Abrams 1953, p. 166). Many writers who use this strategy may report – because they do only one complete draft – that they do little revision, even though they rework each chunk of text a great deal before proceeding to the next. Such remarks can be misinterpreted by writers who use other strategies, as Tom Robbins revealed in describing his use of the bricklaying strategy:

In one of the first interviews I ever did I said that I didn’t rewrite, and somebody wrote a snotty essay in which they brought back to life that bitchy remark of Truman Capote’s about Jack Kerouac... ‘That’s not writing, that’s typing,’ which is probably the dumbest literary remark that has ever been given any credence. So I don’t ever say that anymore. What I meant is that I write so slowly that I am rewriting as I go along. When you’re only doing two pages a day, and you’re at your desk for up to six hours a day that’s not just typing. I try never to leave a sentence until it’s as perfect as I can make it. I’m not one of those people who sits down and vomits out 20 to 30 pages and comes out with 18 rewritten pages. I never work ahead of myself. I start with the first sentence – usually I start with the title; I write that on one page, then I turn the page and write the first sentence. Then I write the second sentence. It’s very linear, very chronological, although the action and the plot might not be. (Strickland 1989, pp. 211-12)

Tom Robbins clearly distinguished the bricklaying strategy from his idea of what other strategies involve (apparently a combination of the water-colour and oil painting strategies).

Oil painting strategy

Painting done in oils is reworkable over time in a way that painting with water-colours cannot be: in oils, one may paint over details in a way that would quickly become ‘muddy’ with water-colours. The surface of an oil painting typically has what is referred to as a ‘painterly’ texture: revealing the marks of the making. Several examples of the metaphor of oil painting appeared in my review of the published self-reports of writers. The novelist Kurt Vonnegut reported: ‘Usually I begin with several ideas, start playing with them. They are authentic concerns about things in life that bother me. One way of my dealing with them is in writing. I play with these ideas until they start to feel right. It’s something like oil painting. You lay on paint and lay on paint. Suddenly you have something and you frame it... It’s like watching a teletype machine in a newspaper office to see what comes out’ (Strickland 1989, p. 134). And Alberto Moravia used the same metaphor: ‘Each book is worked over many times. I like to compare my method with that of painters centuries ago, proceeding, as it were, from layer to layer. This first draft is quite crude... After that I rewrite it as many times – apply as many “layers” – as I feel to be necessary’ (Cowley 1958, p. 196).


This minimal planning and maximal revision strategy is typical of Discoverers. Those in my study who used this strategy frequently showed a strong tendency to write to understand better what they thought. Nearly half of them reported that they did not consciously choose their writing strategies. These writers were, of course, major revisers, and they often deleted a lot too. As one would expect, they were less likely than others to work sequentially. It is interesting that many were in their 20s and 30s, and did not remember being given any guidance about how to approach composition. I wondered whether some writers abandon this strategy as they mature or whether the older generation simply did not grow up using it. Perhaps this pattern reflected dominant educational ideologies in British schools about 10-15 years ago, when ‘drafting’ was a widespread feature of educational rhetoric (to some extent reflected in educational practice), in contrast to an earlier obsession with pre-planning. There was some tendency for frequent users of this strategy to agree that their writing was better the more they concentrated on the topic rather than on the way they were writing. They exhibited a strong tendency not to mind talking about work in progress, and also to feel that it helped to leave a piece of writing and to return to it later. As for their use of writing tools, they were evenly divided over whether handwriting was too slow for them (other writers tended not to find it too slow). They were much more likely than other writers to be interlinear editors. In my survey the word processor showed up as being most frequently used by oil painters: 79% used one often. They showed a stronger tendency than other writers to report that they felt more productive since they had begun using the word processor, but they showed an overwhelming tendency to review their text on a printout rather than on the screen, generally finding the screen size restrictive.


Muriel Harris suggested that the first drafts of ‘multi-drafters’ tend to be writer-based rather than reader-based: that is, primarily an aid to the writer’s thinking rather than tailored to the needs of readers. Such writers may delete a large quantity of the text which they generate. They may also get lost in their evolving texts and have a strong need to re-read (Harris 1989, p. 187). The oil painting strategy is not confined to literary writers. One leading scientist in the field of biochemistry reported that: ‘I evolve a paper out of the mist. It comes in pieces, each piece being smoothed a bit as it comes along. And so it isn’t a linear thing starting at the beginning and going to the end, but rather clusters.’ Another reported ‘writing it several times until I see how I’m going to convey crystallize, and then sort of letting the paper flow... I write the paper and let it come as it comes... My first draft is an enormous, lengthy, amorphous mass... I found myself crossing out... I do a tremendous amount of pruning’ (both cited in Jone Rymer 1988, pp. 230, 231).

Water-colour strategy

As in painting in water-colours, this strategy involves an attempt to produce a complete version at the first attempt, with minimal revision. Paintings done in water-colours are typically characterized by a sense of freshness and lightness of touch. James Britton referred explicitly to this strategy as ‘painting in water-colours’, stressing – as did the poet Stephen Spender (1946) – the difference between this and the oil painting strategy: ‘where one pigment may be used to obliterate another.’ Britton associated it with his notion of ‘shaping at the point of utterance’, declaring that ‘the initial process must capture immediately as much as possible of the painter’s vision’ (Britton 1980, p. 65). Such a precipitative approach (in contrast to writing which is more planned, and/or more extensively revised) is often associated with novice writers. Carl Bereiter and Marlene Scardamalia (1987) refer to the uncritical ‘knowledge-telling’ strategy of novices. In such hands it can result in writer-based prose which is insufficiently adapted to the needs of readers. Apart from inexperience, situational factors (such as deadlines or lack of motivation) can of course lead to the first draft being the final one. However, the water-colour strategy is also the preferred method of many accomplished writers. For literary writers this may reflect an attempt to retain ‘spontaneity’, ‘truth to feeling’, or descriptive accuracy. Other writers may simply feel a need to maintain momentum. Some writers refer to complete texts being formed in the mind after a long period of mental ‘incubation’ or ‘germination’. Others refer, as I have indicated, to ‘unpremeditated’ writing ‘dictated’ by an inner voice.


For short pieces of writing about which they feel very confident, most writers probably write in this way. For some writers it may be simply an initial strategy for producing a first draft; sometimes only for part of a text. John Steinbeck worked this way because he felt that ‘rewrite in process... interferes with flow and rhythm which can only come from a kind of unconscious association with the material’ (Plimpton 1977, p. 185). Ray Bradbury similarly reported: ‘I do a first draft as passionately and as quickly as I can. I believe a story is only valid when it is immediate and passionate; when it dances out of your subconscious. If you interfere with it in any way, you destroy it’ (Strickland 1989, p. 54).


As one would expect, users of this single-draft strategy in my study of academic writers were most unlike those favouring the oil painting strategy in showing a very strong tendency not to do a great deal of revision. They tended to work largely sequentially and showed a very strong tendency to correct any slips mainly as they wrote. They were divided over whether it helped to leave a piece of writing and to return to it later. Most tended to prefer not to discuss work in progress. They also showed a strong tendency not to be interlinear editors. These writers exhibited a stronger tendency than others to make frequent use of the pen or pencil but not of the word processor.


Muriel Harris describes the preferences of ‘one-drafters’ for beginning with ‘a developed focus’, generating limited options prior to writing, settling quickly on a plan, making minimal changes to the text, and doing little re-reading. She also suggests that they tend to be intolerant of ambiguity (see Chapter 7), to need rapid closure, and in general to dislike writing. All this is in strong contrast to the preference of ‘multi-drafters’ for open-ended exploration, including beginning at an exploratory stage (Harris 1989). William Lutz, an American academic, reported that:

Before I write, I write in my mind. The more difficult and complex the writing, the more time I need to think before I write. Ideas incubate in my mind. While I talk, drive, swim and exercise I am thinking, planning, writing. I think about the introduction, what examples to use, how to develop the main idea, what kind of conclusion to use. I write, revise, agonize, despair, give up, only to start all over again, and all of this before I ever begin to put words on paper... Writing is not a process of discovery for me... The writing process takes place in my mind. Once that process is complete the product emerges. Often I can write pages without pause and with very little, if any, revision or even minor changes. (Waldrep 1985, I, pp. 186-7)

In the case of one of my interviewees (a historian), the use of the water-colour strategy stemmed from his dislike of writing, and reflected a desire ‘to get it out of the way as soon as possible’ (Chandler 1992c, p. 222).

Mixed strategies

Of the 107 academic writers in my survey, 57 were frequent users of the architectural strategy, 38 made frequent use of bricklaying, 33 used oil painting often, and 20 frequently employed the water-colour strategy. Only 15 of these writers were not frequent users of any of these four strategies. It is tempting to refer to frequent users of strategies as architects, bricklayers, oil painters and water-colourists, and I have sometimes done so here, but this can be misleading because many writers make frequent use of more than one strategy. For instance, the popular British children’s writer Enid Blyton seems to have written stories using the water-colour strategy, her autobiography using the architectural strategy, and articles using the oil painting strategy (McKellar 1957, p. 138). On the other hand, a sizeable number of writers may well favour a single strategy: in this sense there may well be some architects, bricklayers, oil painters and watercolourists. Of my 107 academic writers, 45 reported frequent use of only one of these strategies; 35 used two; 9 used three; and only 1 used all four. Where strategies were combined amongst these writers, those most commonly used together were bricklaying and architecture, and those least used together were: oil painting and water-colour; and oil painting and bricklaying. In my survey, all of the four strategies showed up across the academic subject spectrum (arts – social sciences – science). However, whilst the architectural strategy was the one most commonly used in all subjects, the largest proportion of frequent users (65%) was in the sciences. The water-colour strategy was the least frequently used in all subjects but was particularly uncommon in the sciences, where the other uncommon strategy was oil painting.


It has been suggested that the maturity of the writer may be involved in a preference for particular strategies. Elliott Jacques (1970) argued that (amongst literary authors at least) what I call the water-colour strategy is more typical of early adult creativity, whilst the oil painting strategy is more typical of a mature adult mode (from the late 30s). Neither my survey of academic writers nor my review of writers’ accounts supported this interpretation.


My framework is not dissimilar to that employed by John Hayes and Linda Flower (1980). However, they interpreted individual differences in composing practices in terms of differences in ‘goal setting’, an interpretation which would be unlikely to reflect the experiences of those who see their writing in terms of ‘discovery’. The architectural strategy is similar to their configuration 4, bricklaying to configuration 1, oil painting to configuration 2 and the water-colour strategy to configuration 3.


I have not dealt here with what we could call writing tactics. These are practices which are more specific to the kind of writing involved. In the context of academic writing, Judith Riley (1984a, b, c) listed three basic tasks in drafting teaching materials at the Open University: a) finding and selecting source material; b) sequencing the material; and c) finding the words. The tactics used varied, in that they chose different starting points or priorities, putting sources first, argument first or writing first. This is perhaps not that different from the writing of fiction, where one may start, for instance, with characters, plot or ‘voice’. Riley’s metaphors for writing tactics are: packing a box; producing a play; laying a railway track. Box-packers begin by making a contents list, which tends to keep expanding as they read around the topics. The primary task is seen as trying to fit as much material as possible tidily into some kind of structure. Theatre producers begin by assembling a ‘cast’ of leading authorities, key texts and quotations. The main task is seen as shaping the text into a ‘creative whole’. Track-layers begin by planning a route through the material, which might be redrawn several times both before and after attempts at writing the text. Here the main task is to try to meet the needs of the trains (the student readers). She also felt that ‘there is not much chance of people changing from one set to another... And why should they? I have no reason to think that any one of these three approaches makes the job much easier than any other or necessarily yields a better product’ (Riley 1979, p. 5). This is close to my own view regarding writing strategies. Riley also noted that tactics did not seem tied to particular academic disciplines: all three tactics were found in the social sciences and only box-packers seemed lacking in mathematics. Nor did she find any relationship with years of experience at the task.
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printed word


detachment from writer   13, 42, 47, 55-6, 68, 162-3, 176-7, 181, 183-4, 187, 227


fixity   44, 57, 123, 159-60, 176, 178, 184, 187


public quality   46, 56-7, 159-60, 177, 219


uniformity of letterforms   145, 167, 176

problem


-setting   120, 127, 200


-solving   22, 71, 77-8, 79, 91, 94, 96, 120, 155, 192, 201, 206

‘process vs. product’   3, 22-3, 101; see also composing

psychology   1, 3, 4, 5-6, 8, 12, 13, 33, 37, 47, 50-1, 64, 68, 70, 75, 89, 90-7, 108, 110, 118, 133-4, 141, 169, 170, 185, 190, 191, 193-7, 209, 215-16, 222, 226; see also cognitive style, personality

publishing, academic   108, 199, 200, 202-7, 210-18, 224, 226


as gift-giving   212


choosing and being chosen   216-17


motives for   100, 210-13


peer review   213-16


rejection rates   215

purposes


of reader   5-7, 10, 105, 110


of writer   10, 12, 23, 26, 37, 42, 43-4, 58-9, 64, 90, 97-101, 105, 106, 109, 110, 113, 117, 120, 123, 127, 136, 140, 144, 173, 176, 182, 183, 186, 193, 198-9, 206, 223-4


influences on   10-12, 14, 27, 33-4, 42, 106

quill   133, 144-5, 168; see also pen

readers   2, 4-7, 20, 35, 45-6, 51, 56, 57-8, 85, 91, 98, 102, 105-10, 112-17, 120-1, 123, 127, 139, 150, 156, 160, 175, 178, 182-4, 187, 189, 199, 204-5, 214, 222, 223, 227-8, 232-3, 236; see also audience, interpretative community

research, academic   62, 68, 71, 92, 93, 94, 95, 112, 117, 128, 192, 194, 201, 204, 205, 206-11, 214

review of text, authorial   51, 53-4, 91, 95, 136, 182-6, 232, 234; see also revision, screen (under word processor)

revision and rewriting   2, 48-59, 60-2, 65, 69, 73-4, 75-6, 82, 90, 92, 98-9, 123, 134, 136, 140, 143, 144-5, 148, 151-7, 163, 171, 172, 176-7, 179, 184, 209-10, 216, 218, 231-4


as dialogue, see attitudes to text


see also drafting under composing, editing

rhetoric   3, 4, 18, 31, 79, 91, 93, 109-17, 126, 127, 164, 171, 206, 208, 225, 226, 232; see also language

roles of academic writers   13, 189, 197-202, 215, 224

Romanticism vs. Classicism   13, 15, 17-18, 22-3, 25, 32, 38, 44-6, 49-50, 51, 53, 55, 61, 63, 65, 85-7, 97-9, 102, 104, 120, 123, 124, 134, 138, 141, 161, 166, 168-9, 170, 174, 176, 177-8, 184, 195, 229-30

Sapir-Whorf hypothesis   14-21, 25, 26, 36-7, 42, 45, 61, 104, 146-7, 189, 192, 197, 200

scaffolding, textual, see structure

schema theory   5-6

science, see arts vs. science, genres, scientific (under writing, types of) 

secretaries   142, 218-19, 159-60, 165

self   32, 57, 112-21, 164-5, 173, 197


me-ness of the familiar   179


sense of textual   53, 57, 227

self-awareness   38, 178, 180

self-consciousness   105, 150, 187

self-discovery   73

self-expression   36, 91

semiotics   1, 3, 4

senses   7, 9, 32, 40, 76, 128, 161-2, 164-5, 168, 172, 196, 225


sight   7, 40, 75, 91, 95, 96, 104, 145, 150, 164


touch   24, 40, 43, 134, 140, 152, 161-9, 172-4, 177, 181, 184; see also hand


see also bodily knowing, mind and body

situatedness


of speech   44, 45


of texts   44, 45; see also intertextuality

social nature of writing   2, 19, 30-1, 34-6, 42, 53, 84, 91, 107, 109, 114, 132-3, 136, 150, 189-90, 193, 198, 200, 202, 208-10, 218-21, 224

social sciences   17, 70, 100, 108, 111, 112, 116-20, 126, 127, 154, 158, 160, 169, 190, 192, 198, 201, 202-5, 208, 209, 213, 215-16, 236

socialization, academic   201-2, 212

sociology   1, 3, 25, 33, 90, 111, 116-17, 190, 191, 192, 196, 198, 202-3, 208-9, 218-21, 226

space


textual   47, 103, 105, 178, 184, 187, 202, 204, 216


writer’s engagement with   75, 76, 148, 164, 168-9, 185-6, 197

speaking vs. writing   12, 13, 42-8, 51, 55, 68, 123-4, 130, 132, 139, 143-4, 169, 178-9

speed


of reading   109


of speech   141


of thought   37, 52, 141-2, 166


of writing   28, 44, 46, 50-1, 87, 90, 109, 139-43, 144-8, 153, 155, 178, 187, 206, 219, 230-1, 232


see also temporality

spreading out pages   168-9, 185-6; see also space (writer’s engagement with)

strategies, writing


architectural   85, 90, 93, 95, 96, 125, 229-30, 235-6


bricklaying   54, 90, 92, 96, 230-1, 235-6


oil painting   90, 94, 95, 171, 231-3, 234, 235-6


water-colour   90, 93, 94, 95, 96, 230, 231, 233-6


mixed   235-6


see also composing, tactics

structure, textual   47, 103-10, 122-31


as machine   26, 37, 86, 129-31


backtracking   122, 124


defensive   93, 114, 122


linearity   121, 122-4


loose vs. open   53, 80, 94, 99, 117, 121, 124, 126


scaffolding, textual   121, 122, 125


scholarly apparatus   108-9


templates for   66, 79-80, 99, 108-9, 122-3, 125, 126-9, 130, 205, 216, 223

student writing   54, 108, 193, 201-2

style, written   104-5, 110-21, 129, 132, 143-5, 175, 187, 193, 199, 216


ambiguity vs. clarity   24, 35, 67, 68, 92-3, 95, 115, 118, 119, 121, 123, 149, 187, 194, 230, 234


author-evacuated vs. author-saturated   112


belles-lettristic   145-6


circumlocution vs. short sentences   17, 149, 187


explicitness   24, 44-6, 109, 113, 115, 123


formality, impersonality   44, 94, 112, 119-23, 129, 148, 159, 183, 187


immediacy   32, 44, 149, 150


journalistic or colloquial   145, 146, 149, 187


literary, see under writing (types of)


multivocal vs. univocal   121, 123


oral vs. visual   91, 95-6, 149, 150


plainness   114, 117


prolix, diffuse, loose   46, 92, 121, 122, 143-4


reader-based vs. writer-based   58, 121, 150, 182, 187, 227, 232-3


readerly vs. writerly   6-7, 120-1


repetition   150


scholarly   108, 146


scientific, ‘transparent’   3, 6, 10, 18, 22-3, 24, 70, 75, 110-21, 129, 207; see also under writing (types of)


see also language

tactics, writing   151, 236

tacit knowledge   44, 46

technology   7, 13, 19, 21-2, 26-7, 28-31, 32, 39, 42, 102, 132, 133, 135, 137, 139, 144, 146-8, 161, 165, 166, 172, 174-5, 179-82, 183, 214, 218, 222-26


neutrality, myth of technological   10, 19, 20, 22, 24, 33, 114-16, 192, 223


writing as   22, 45, 132


writing tools, see tools (writing)

temporality   7, 8, 9, 11, 52, 56-8, 69, 73, 83, 103, 106, 110, 114, 139-43, 145, 146, 157, 175, 176, 177, 182, 200, 201, 204, 227, 228, 231, 234; see also speed

text


autonomy, apparent   27, 44, 64, 105, 131, 177, 227


as object   24, 34, 47-8, 68, 76, 168, 175-8


functions of   7, 10, 23-4, 43-4, 45, 53, 97-102, 103, 105-6, 109, 157, 158, 217; see also genres, purposes


see also attitudes to text, structure, style

textual qualities, textuality


alien, separate   55, 56, 57, 68, 162, 173-4, 176, 184


coolness   174, 176, 187


denseness, solidity, weight   17, 44, 48, 138, 151, 163, 169-71, 175, 177, 187, 230


looseness vs. tightness   13, 46, 47, 53, 92, 117, 121-3, 125, 128, 130, 143, 175, 227


openness to interpretation   4-6, 35, 75, 117, 120


polish   52, 90, 95, 122, 140, 152


seamlessness, tidiness   13, 47, 116, 121, 122-5, 128-9, 236


‘texture’   92, 138, 231


thingness, see text as object


wetness, fluidity, malleability   151, 153, 155, 176, 177, 187


see also attitudes to text, closure, 
structure, style

thinking


bodily, see bodily knowing


critical & generative   89


Imaginative & Realistic   89, 194, 196


writing as a way of, see discovery in writing

thought


and language, see language


schools of   4, 110, 196, 200, 216, 224


thingness of   178

tools (in general), see media, technology

tools, writing   27-31, 132-88, 218-20, 223, 232


comparative nature of   13, 139, 147-8, 151, 155, 162, 167, 176, 178, 182, 183, 185, 186-7


and composing style   151-7


familiarity   10, 24, 28, 134-5, 147, 179, 181-2, 222


procedures for use   28, 30


rituals   133-6, 137


simplicity and complexity   26, 27-30, 137, 139, 173, 191


and written style   143-51


see also attitudes to tools, dictation, pen, typewriter, word processor

typewriter, typing   13, 24, 28, 46, 132, 133, 134, 135-6, 139, 140, 142, 143, 144, 145, 147-50, 151, 152, 153, 154, 155, 158, 159-60, 162-3, 166-7, 168, 169, 174-5, 176, 177, 180, 181-2, 183, 184, 187, 218, 219, 231

values   9, 17, 21, 40, 75, 90, 97-101, 102, 110, 115, 116, 120, 192, 212, 225; see also arts vs. science, epistemology, goals, paradigms, Romanticism vs. Classicism, thought (schools of)

Whorfianism, see Sapir-Whorf hypothesis; media Whorfianism, see under media

word processor   27-31, 132, 136, 138, 139, 140, 142-3, 145-7, 148, 150, 151, 152-8, 160-1, 162, 166-7, 174-5, 176, 177-8, 179, 181, 182, 184, 185-7, 218-21, 230, 232, 234


printer & printout   133, 155, 177, 184, 219, 232


screen   27, 31, 143, 150, 153-4, 155, 156, 160, 163, 177-8, 184, 185-6, 187, 230, 232


see also attitudes to tools, metaphors for word processor

writer


as machine   26, 37, 86, 231


maturity of   85, 169, 235


as ‘medium’   12, 22, 25, 40, 52, 64-5, 79, 113


as prisoner of text   18, 130


as producer   6, 112, 236


as reader   182-6; see also review of text


typifications of



architect, bricklayer, oil-painter & 
water-colourist, see strategies



Classical & Romantic, see 
Romanticism vs. Classicism



Discoverers & Planners   22-3, 57, 
60-2, 65, 75-6, 78, 82-3, 88, 91, 
94, 95, 96, 98, 102, 123, 150, 
156, 162, 163-4, 168, 174, 223, 
230, 232; see also discovery in 
writing



other typifications   88-97


see also attitudes to writing

writing


as consciousness-raising   44, 178-82, 226


functions of   23-4, 43-5, 53, 60, 97-102, 103-6, 109; see also language


types of



analytic   44, 93-4, 97, 194, 195, 
201



argument   54, 69, 71, 72, 73, 79, 
82, 99, 105, 111, 112, 114, 120, 
121, 122, 124, 125, 150, 185, 
204, 207, 208, 236



descriptive   54, 73, 116, 142, 185, 
187, 233



expository   23, 105, 117, 119, 122, 
204



expressive   17, 23, 24, 36, 49, 53, 
58-9, 94, 98, 115, 116, 119, 139, 
159, 165, 166, 168, 169, 170, 
174, 176, 179, 182, 183, 187, 225 



instrumental   22-4, 53, 58-9, 97, 
100, 116, 120, 182



literary   3, 10, 17, 18, 20, 22, 23, 
46-7, 50, 55-6, 61-4, 67, 75, 81-2, 
84, 86-9, 92-100, 105, 115-20, 
126, 130, 
134-8, 140-2, 148, 151, 
158, 165-6, 168, 181, 229, 233, 
235; see also under genres



narrative   54, 80, 81-2, 114, 124, 
126; see also novel, story (under 
genres)



personal   17, 18, 24, 36, 42, 93, 94, 
113, 117, 149, 159-60, 183, 201



poetic   7, 10, 17, 21, 23-4, 35, 37, 
44, 49-50, 52, 53-4, 61, 62, 74, 
79, 85, 97, 98-9, 105, 116, 118, 
119, 120, 126, 129, 158, 162, 
175, 182, 199, 229; see also 
poetry (under genres)



scientific   6, 10, 18, 23, 66, 69, 70, 
75, 93, 94, 99, 113-20, 122, 124, 
126-9, 192, 194, 201, 202, 204, 
205, 206, 207, 212, 216, 223; see 
also under genres)



see also genres, language, style
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